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Application Session Speakers

Bruce Hendrickson
Graph-based Informatics

Mike Heroux
Petra Object Model

Kaylan Perumualla
Parallel Discrete Events

Jeffery Vetter
How Are Applications Evolving?



Themes

Workshop: HPC Languages

Session: “New” Applications

My Talk: Productivity



Where’s the “value” in HPC?

More value in application S/W than in H/W
GM spends more on S/W than systems
DOE NNSA ASC spends O(10%) on H/W

S/W outlives H/W
Each generation of HPC abandons earlier apps.



“New” Application Thoughts

Some are so old we’ve forgotten them
e.g., NASTRAN, TCAD, etc.

Old, but unfamiliar to this community
e.g., Forces modeling

Truly new ones
Wait for the next speakers



Vibration (i.e., NASTRAN):
 Oldie but Goodie

Jet engine impeller, modeled with LS-DYNA



“Hood” Elimination Tree

Each frontal matrix’s triangle scaled
by operations required to factor it.
How do you load balance this on
distributed memory?



Compounded in Lanczos Algorithm

Block shift invert Lanczos algorithm
1/3 each of factor, solve, DGEMM
Optimal partitioning different

NP-complete for factor and solve
Curse of the “MPI” distributed model

One distribution reduces communication
-or-

Multiple distributions reduce load-balance



Distributed Lanczos Scaling

Eigenanalysis time for P90
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I need a new model to get this to Terascale
Start with shared memory

Facilitates reassigning ops w/o moving data
Evolve from Fortran/C

Can’t abandon billions of dollars of S/W



Another “New” Application

Urban Resolve 2015
Simulated experimentation is over a decade old



Terrain Box



View of a City



Experimental Sensor Architecture



Distributed Over a “Grid”



Heterogeneous Computing
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Data Intensive Too

Fully distributed logging at
point of generation

RTI Interceptor captures
simulation events
Archiver stores events
to local disk
Decoderd stores events
to local relational database

     Binary DB for R/T queries
SQL DB for after action

 Sim Federate

Interceptor

RTI-s

Logger

archiver

decoderd

Nodal DB
(NRT)

sqlite db

sqlited

Nodal Log Store

metadata

*.fed, *.omd, …

*.dat[.gz]

SimpleArchiverTCP

SOCKET



Compute Bottlenecks

Geometry
Determine Line-of-sight
Route planning
Collision detection

Artificial Intelligence
Model human behavior
Learn and adapt

Analysis
Database queries



Themes

Workshop: HPC Languages

Session: New Applications

Supposed to talk about: Productivity



Subjective Values:
Site-specific

20%

35%

Computational
Resources

System-level Utilization

Objective Measurable 
System Properties

System Availability

Job-level Utilization
Project Utility Job Utility

System Costs  
System Lifetime  Development Costs

Admin Costs

HPCS Notion of Productivity



How Do We Increase It?

Reduce the denominator
Minimize H/W cost

Beowulf model
Reduce S/W development cost

HPCS development time goal
Increase the numerator

HPCS execution time goal



How Do We Measure It?

Execution Time
Relatively easy …

Undoubtedy with benchmarks
Ideally count the applications
Measure their run time

Development Time
Much harder

Counting SLOCs is inadequate
No other widely used measure



Original HPCS
Spatial/Temporal Notion

HighLow
Low

PTRANS

FFT

Mission
Partner 

Applications

Te
m

po
ra

l L
oc

al
ity

Spatial Locality

RandomAccess STREAM

HPLHigh



MetaSim data from Snavely et al (SDSC)

HPL (Top500)

FFT

STREAM
RandomAccess

Scientific
Applications

HPC
Challenge

Scientific
Applications

Intelligence, Surveillance, Reconnaisance
Applications

Current HPCS
Spatial/Temporal Notion



Performance Surfaces
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www.hpcchallenge.org



Measure Real Codes



Top Crunch Results



Top Crunch Results (cont.)



TopCrunch Emulates TOP500

Domain experts specify the problem
Let vendors and users run the code
Collect results and publish on the Web
Track performance vs. time

 “Linpack” has four decades of data
We need to get more applications

More “TopSomethings”



Execution on Future Systems

Success predicting individual processors
UCSD/SDSC

Success predicting scaled systems
LANL

Research Problem
Modeling applications and predicting
performance on non-existent H/W



New Language Thoughts

I’m a shared memory bigot
Suffered 20 years and 6 months of “MPI”

I like UPC a lot better than “MPI”
But its only a small step forward
Minimal extension of C

Two-level memory hierarchy
Evolve from familiar languages

Retain old code
Retain old programmers



Productivity Impact?

Anecdotes aren’t enough
People at Sandia like “MPI”???

SLOC is an poor measure
What Churchill said of democracy

“Time to solution” hard to define
Most codes are slowly evolving

How can leadership choose?
Shared memory vs. maximum Flop/s



Measuring Development
Time Productivity

HPCS Challenge Type 2 Awards
Code Team Surveys
Experiment with human subjects

Mainly classrooms so far
Scalable Synthetic Compact Applications

Allow bigger experiments



HPC Challenge Beauty Contest
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Survey Real Code Teams
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An obvious thought is to go ask people



Human Subject Experiments

Master
DB

UM Experiment
Manager (EM)

+
Hackystat Server

UMD Server care:
store data

UM Admin

Sign up for account/key
Manual online logs

questionnaire

Professor Create a course
Monitor registration

Write/run code

Install

Student

HPC Machine

Local
Log

Umdinst
+

Hackystat
Sensors

Technician

Local server:
capture data

Sanitized
DB

Download
Analysis
Results

Upload
Develop
Analysis

Tool

HPDBugBase
(defect data)

UM Data 
Analysis

Environment

UM Workflow
Tool

Data Analysis
Interfaces

UMD server hpcs+care:
analyze data

SQL Queries

Upload

Upload

Sanitized
data



In Lots of Classrooms

UCSB
3 studies

USC
4 studies

UCSD
1 study

MIT
3 studies

UMD
6 studies

Mississippi State
2 studies

U Utah
ASCI Alliance

Iowa State
1 study

CalTech
ASCI Alliance

UIUC
ASCI Alliance

U Chicago
ASCI Alliance

Stanford U
ASCI Alliance



Classroom-Scale Results

+
+

OpenMP

MPI

Relative Code Size

Relative
Effort

Suggests OpenMP requires less effort
OpenMP code averaged fewer SLOC



More Classroom Results (MPI)

Compile Debug

Compile Optimize

Program

Test

Run

Formulate

   .92 / 96s

1.0 / 270s

1.0 / 68s

1.0 / 278s

.08 / 11s 1.0 / 883s

.699 / 4s

.001 / 12s

0.0 / 0s

.29 / 41s

Gilbert et al (UCSB); Mizell et al (Cray)



More Classroom Results (UPC)

Gilbert et al (UCSB); Mizell et al (Cray)

Compile Debug

Compile Optimize

Program

Test

Run

Formulate

   .95 / 80s

1.0 / 271s

1.0 / 69s

1.0 / 191s

.05 / 6.2s 1.0 / 763s

.75 / 156s

.003 / 0.18s

0.0006 / 0.08s

.24 / 32s



Scalable Synthetic Compact
Applications (SSCA)

Bioinformatics

Protein Alignment

Graph Theory Sensor and IO

Bigger than a homework assignment
Proxies for real codes

UMT2000 is another example
Small enough for coding experiments
Plan to make more of them …



Summary

Applications
Go after the new ones (next talks)
Recover some old ones too

Execution Time Productivity
Measure benchmarks and real applications
At least in HPCS phase 3 time-frame

Development Time Productivity
On-going research project
We’re making progress



Bonus



Load Balance

Partition k-by-k grid by nested dissection
What is the ratio of LU factorization work for

processors assigned to the A and B domains?

A

B
k



Unstructured Grid

Automotive Hood Inner Panel
Springback using LS-DYNA


