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Parallel Sparse Matrix-Vector Multiplication

• Partition matrix nonzeros
• Partition vectors



3

Objective

• Ideally we minimize total run-time
• Settle for easier objective

– Work balanced
– Minimize total communication volume

• Can partition matrices in different ways
– 1-D
– 2-D

• Can model problem in different ways
– Graph
– Bipartite graph
– Hypergraph
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1-D Partitioning

• Each process
assigned nonzeros
for set of columns

1-D Column

• Each process
assigned nonzeros
for set of rows

1-D Row
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When 1-D Partitioning is Inadequate

n=12

nnz=34 (18,16)

volume = 9

“Arrowhead” matrix

• For any 1-D bisection of nxn arrowhead matrix:
– nnz = 3n-2
– Volume  (3/4)n

• O(k) volume partitioning possible
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2-D Partitioning

• More flexibility in partitioning

• No particular partition for given row or column

• More general sets of nonzeros assigned partitions

• Fine-grain hypergraph model
– Ultimate flexibility
– Assign each nz separately

• Corner symmetric partitioning method
• Graph model for symmetric 2-D partitioning
• Nested dissection symmetric partitioning method
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Fine-Grain Hypergraph Model

•Catalyurek and
Aykanat (2001)

•Nonzeros represented
by vertices in
hypergraph
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Fine-Grain Hypergraph Model

•Rows represented by
hyperedges
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Fine-Grain Hypergraph Model

•Columns
represented by
hyperedges
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Fine-Grain Hypergraph Model

•2n hyperedges
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Fine-Grain Hypergraph Model

• Partition vertices
into k equal sets

• For k=2
– Volume = number of

hyperedges cut

• Minimum volume
partitioning when
optimally solved

• Larger NP-hard
problem than 1-Dk=2, volume = cut = 2
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New 2-D Method: “Corner” Symmetric Partitioning

• Optimal partitioning of arrowhead
matrix suggests new partitioning method
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“Corner” Symmetric Partitioning

• 1-D partitions reflected across diagonal
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“Corner” Symmetric Partitioning

• Take lower triangular portion of
matrix
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“Corner” Symmetric Partitioning

• 1-D (column) hypergraph partitioning
of lower triangular matrix
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“Corner” Symmetric Partitioning

• Reflect partitioning symmetrically
across diagonal
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“Corner” Symmetric Partitioning

• Optimal partitioning

Volume = 2
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Comparison of Methods -- Arrowhead Matrix

*optimal

2(k-1)Order n

• n = 40,000
• nnz = 119,998
• Communication volume for 3 methods
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Corner Method Reordering

• Ordering not advantageous in 1-D methods
– Same graphs/hypergraph models

• Corner method partitioning quality depends
greatly on ordering

–Ordering impacts off-diagonal nz partitioning

Volume = 14
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Corner Method Reordering

• Reordering needed to extend utility of
method

• We have symmetric reordering/corner
partitioning method

• Similar to other new method
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Graph Model for Symmetric 2-D Partitioning

• Given symmetric matrix A

• Symmetric partitioning
– a(i,j) and a(j,i) assigned same partition

– Input and output vectors have same distribution

• Corresponding graph G(V,E)
– Vertices correspond to vector elements

– Edges correspond to off-diagonal nonzeros
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Graph Model for Symmetric 2-D Partitioning

• Corresponding graph G(V,E)
– Vertices correspond to vector elements

– Edges correspond to off-diagonal nonzeros
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Graph Model for Symmetric 2-D Partitioning

• Symmetric 2-D partitioning
– Partition both V and E

– Gives partitioning of both matrix and vectors
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Communication in Graph Model

• Communication is assigned to vertices

• Vertex incurs communication iff incident
edge is in different partition

• Want small vertex separator -- S={V8}
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Nested Dissection Partitioning Method - Bisection

• Suppose A is symmetric
• Let G(V,E) be graph of A
• Find small, balanced separator S

– Yields vertex partitioning V = (V0,V1,S)

• Partition the edges
– E0 = {edges that touch a vertex in V0}
– E1 = {edges that touch a vertex in V1}
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Nested Dissection Partitioning Method - Bisection

• Vertices in S and corresponding edges
– Can be assigned to either partition
– Can use flexibility to maintain balance

• Communication Volume = 2*|S|
– Regardless of S partitioning
– |S| in each phase
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Nested Dissection Partitioning Method

• Recursive bisection to
partition into >2
partitions

• Use nested dissection!
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Preliminary Numerical Experiments

• k = 4, 16, 64 partitions using
– 1-D hypergraph partitioning

– Fine-grain hypergraph partitioning

– Corner partitioning

– Nested dissection partitioning

• Hypergraph partitioning for all methods
– Zoltan (Sandia) with PaToH (Catalyurek)

• Vertex separators
– 1-D hypergraph partitioning

– Vertex cover (ODU)

• Symmetric matrices
– Most from Prof. Rob Bisseling (Utrecht Univ.)
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Communication Volume - Symmetric Matrices
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Runtimes
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Messages Sent (or Received) per Process
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Communication Volume: 1-D is Inadequate

asic680ks: circuit simulation
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Communication Volume: 1-D is Inadequate

c-73: non-linear optimization
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Communication Volume: 1-D is Inadequate
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Communication Volume: 1-D is Inadequate
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c-73: non-linear optimization



36

Summary

• New 2-D symmetric partitioning methods
– Corner, nested dissection
– Implemented using existing algorithms and software

• Volumes consistently better than 1-D
• Volumes similar to fine-grain hypergraph

method for many matrices
• Faster to compute than fine-grain hypergraph
• Fewer messages than fine-grain hypergraph

• Future work this summer
– Improve partitioning of separator


