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MPI View of the Universe

Image from OpenMPI web pages.
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Application MPI use
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3rd Party MPI use
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MPI functionality 
used by apps
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Parallel Ocean Program (POP)

Application IPC
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POP IPC cont’d
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SAGE

Application IPC cont’d
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The problem with abstractions :

Are we avoiding MPI complexity required for performance?
 ( Perhaps, but we need predictable portable performance. )

 But even so, MPI isolates inter-process data sharing from computation.

Logical blocking of tasks, limiting compiler view of “intent” of
computation. (Expressiveness issue.)

It is crucial to have a basic awareness/understanding of all application
developer and usage issues.

“The expected outcome of the workshop is a clear set of directions for
scalable application development for the coming decade and beyond”

Any new way must provide a compelling
reason to switch.

Performance 
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