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· Ph.D. in Physics in 1991

· Involved in parallel computing through the Materials Science Grand Challenge project

· Parallelized dozens of codes for a variety of MPPs and clusters

· Helped design and build several PC and workstation clusters

· Developed the light weight message passing library MP_Lite

End-user, code developer, system and infrastructure developer, system administrator

Success metrics

· How efficient is the system for running each code?

· How easy is it to work in the cluster environment?

· How stable is the cluster, and how easy is it to maintain?

High-priorities

· High-performance communications!!!

· Faster interconnect hardware and switches

· Gigabit Ethernet, Myrinet, Giganet, channel bonding, dual-buses

· Workstations with faster internal memory and PCI buses

· OS bypass techniques (M-VIA, Bobnet)

· Linux latency is actually getting worse

· High performance message-passing (MP_Lite, MPICH on GM)

Niceties

· Decent compilers (Compaq's Alpha Linux compilers, PGI compilers for PCs)

· Parallel debugger (Totalview debugger for Linux)

· Inexpensive parallel scheduler (Maui scheduler for PBS)

· Scalable management techniques, job launch, PFS

