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o As a CMU storage researcher, not so hard to answer

= Protocol/API standardization for deployment of what works

o OSDv2, NFSv4.1/pNFS, neoPOSIX, extended attributes, neo-ISAM?
o HSM & ILM -- will slow disk/fast disk migration tools meet HPC HSM needs

Indepth analysis of failure; design for failure (unrecoverable read error)

Indepth understanding of apps; benchmarking for HEC IO

Automation of tuning/healing for HEC sizes; diagnosis accelerators

Formal testing methods; “a logic for file systems”; model checking

o le., What might be the new function in storage
s Search, index, scan, filter, ....

= Transactions? Microsoft is saying FS API should have begin/commit/abort
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panasas 7 (SQBject Storage & Active Disks

o Object storage directions
= T10 OSDv2 — useability (error cases, COW, obj RAID, embedded indexing)
Richer metadata/extended attributes — uses and mechanisms
HSM under the covers of the OSD
Support for Parallel NFS (pNFS) for the broader NFS market

Support for XAM/reference data for the broader write-once market

o Active Disks
= Can be powerful for scan, search and even join
= Application crash and reboot the disk? Data integrity? Debugging?
= In the short term, safe bet is integration with DB (e.g. Netezza)

= To show how it can work, treat as a heterogeneous parallel programming

o User level FS interface (XAM?), XML attribute on file that is applet overriding “read”,
ship at user level to 10 node, run applet at IO node using any FS & local disk
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Performance with Active Disks
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Opportunity - Active Disks

Basic advantages of an Active Disks system

» parallel processing - lots of disks
* bandwidth reduction - filtering operations common

» scheduling - little bit of computation can go a long way

Appropriate applications
* execution time dominated by data-intensive core
» allows parallel implementation
* small memory footprint

* small number of cycles per byte of data processed
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NASD Followon Work: Active Disks
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o 3) Programming for Storage?
= Huh? Isn’t SQL explicitly programming for storage?

= Data representation, ie., mesh designs, not all application specific, but often
very unique to a research group

o More benefit from careful out-of-core than function shipping closer to media?

o 4) HPC Specialized Storage
= So far, Object Storage is seen from the mainstream as HPC specialized
= Heard this morning that SLAC is going to fund FS-sized solid-state-disk
= \Would love to see MRAM (DRAM cell with magnetic material embedded)

o “fill the access gap”
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