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Swiss National Supercomputing Centee

ew system: “Horizon”

1’100 AMD Opteron @2.6 GHz
5.7 Tflops Peak performance
The system went into production on
January 18th, 2006
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A few Indicators

 The system is being used up to 85%

e The majority of jobs use between 64 and 127 processors
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y users.......and good scaling

Courtesy of Dr. Matthias Krack, group of Prof. Parrinello

CP2K water benchmark
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[Swiss National Supercomputing Centre.

Offering new possibilities

51312 - CPMD v3.9.2 (MD 3 seps)
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early results for higher resolution

aLMo Bench: Timings
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o Capability system offers high scalability and favours jobs

using a major portion of the resources

e Capacity is the ability to handle a large number of jobs

efficiently, mostly middle size

* In a HPC centre, both systems exhibit unique features

— large memory; very high bandwith; vector processors, high

performance communication network; etc...
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e Capability computing refers to the use of the most powerful

supercomputers to solve the largest and most demanding problem
with novel or extreme applications
*The main figure of merit in capability computing is
—the size of the problem
— or time to solution

—if not feasibility of solution
*Usually only for a few, very large projects

«Catch is turnaround: the balance is hard to find, but excessive
turnaround can kill a capability system attractivity
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Get resultin Capability Capacity Infrastructure investment
costs

4 months SX-8 (1) Itanium2 (4), XT3 (8) any other node 150 $

1 month SX-8 (1) Itanium?2 (4), XT3 (8) | Around 400 $.

1 week SX-8 (4 procs) Around 2500 $

1 day
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Swise National Supercomputing Centre

Investment strategy

* Looking at the whole porfolio of applications, to differentiate the tiers of the pyramid

« Evaluation based on a mix of total cost of ownership, performance on selected
applications and synthetic benchmarks, and if needed, time to solution (typical: NWS
application)

« For having the best return on investment, applications scaling to about one eight to
one quarter of the system are capability jobs if they use efficiently special features
such as

— communication network, memory size, memory bandwith or vectorization

» The others are capacity jobs; in order to host capacity jobs, you need a system with
high throughput, both capacity or capability

« Some users need to be educated to understand where the premium stands, make the
right choice, or accept to recode their application
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need to choose in which
category they work

—...“You do not hire a an America‘s Cup boat —with the
support team- to sail between Geneva and Lausanne at the
cost of a standard boat; besides, it may be
uncomfortable....”
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