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Experience

Member of Technical Staff. Scalable Algorithms Department, Sandia National Labs, May
1998-present. Principle member 1998-2004, Distinguished member 2004-present.
Conduct research and development of numerical methods for scientific and engineering
applications on large-scale parallel computers. Participate on program and standards
committees in areas of expertise. Lead the Trilinos libraries project and the Mantevo
applications performance-modeling project.

Scientist in Residence and Adjunct Faculty Member. Department of Computer Science,
Saint John's University, September 1998-present, Scientist in Residence 2004-present.
Teach courses in Numerical Analysis, Parallel Computing, Computer Science Research
Methodologies and Software Engineering. Direct undergraduate research theses in
parallel computing and related areas. Participate in curriculum development.

Group Leader. Scalable Computing, Algorithms and Capability Prototyping Groups,
SGl/Cray Research, March 1995-May 1998. Led a team of specialists in scientific
computing. Directed activities and participated in development, porting and
optimization of large-scale parallel applications for SGI/Cray systems. Participated in and
led standardization efforts for scientific computing. Led efforts in development of new
application capabilities. Provided applications analysis and requirements to future
computer systems development including the Cray T3E, T90, J90, SV1 and SV2.

Numerical Analyst. CFD Group, Engineering Applications, Cray Research, September
1993-February 1995. Responsible for research and development of numerical methods
for engineering applications in CFD, structural analysis, electronics and reservoir
simulation. Worked with application developers on Cray vector multiprocessors and
distributed memory machines. Particular areas of interest were the solution of sparse
and dense linear systems, iterative methods, parallel algorithms and large-scale
scientific computation. Served as consultant on numerical methods for Cray Research
customers and application specialists.

Numerical Analyst. Mathematical Software Research Group, Cray Research, October
1988-September 1993. Conducted research and development of numerical linear
algebra libraries. Served as consultant on numerical methods for Cray Research
customers and application specialists. Developed libraries of high-performance software
for Cray Research computer systems.



Education

Ph.D. Mathematics. May 1989, Colorado State University, Fort Collins, Colorado.
M.S. Mathematics. August 1986, Colorado State University, Fort Collins, Colorado.

B.A. Mathematics. December 1983, Saint John's University, Collegeville, Minnesota.

Professional Awards

= Best Poster Award, SC11 Conference, November 2011.
= Distinguished Member of the Association for Computing Machinery, October 2009.
= ASC Salutes Profile, NNSA/ASC profile, September 2007.
= R&D 100 Award for Trilinos 3.1, 2004.
= SC2004 HPC Software Challenge Award, 2004.
=  Member of Cray Research Gordon Bell Prize Finalist Team, 1996.
= Sandia Employee Awards:
o Winning X-caliber proposal for the DARPA/UHPC Program, 2011.
o Educating the next generation of computational scientists, 2010.
o IAA Algorithms Team, 2009.
o Organizing Next-generation Applications Workshop, 2008.
o Xyce/Charon/Algorithms Team, 2008.
o Supercomputing Architecture & Programming Environment Team, 2008.
o Leading Trilinos 7.0 Release, 2006.
o Leadership of Trilinos Project, 2004.
o Xyce Development, 2004.
o Efforts in Nanosciences Initiative, 2003.
o Algorithms for Circuit Simulation, 2001.

o Parallel Circuit Simulation Code, 2000.



Professional Leadership

= Editor-in-Chief, ACM Transactions on Mathematical Software, 2010-present.

= Editor, SIAM Book Series on Software, Environments and Tools, 2012-present.

= Associate Editor, SIAM Journal on Scientific Computing, 2010-present.

= Subject Area Editor, Journal on Parallel and Distributed Computing, 2011-present.
= Chair of DOE Application readiness review for Titan 20PF computer system, 2010.
= (Created Career and Junior Scientist Awards for SIAM SIAG/SC, 2009-2010.

= Led SIAG/SC committee to select Career/Junior Scientist winners, 2009-2010.

= Led SIAG/SC committee to select 2010-2011 officers, 2009.

=  Wrote whitepaper for NSF on sustainable software engineering, 2009.

=  Member, International Exascale Software Project (IESP), 2008-present.

= Sandia rep, DOE/ASCR Breakthroughs Report, 2009.

= Sandia PI, The Exascale Software Center (ESC), 2010-present.

= Sandia PI, The SciDAC-2 TOPS-2 project, 2005-present.

= Sandia PI, The Extreme-scale Algorithms & Software Institute (EASI), 2009-present.
= Sandia PI, Institute for Advanced Architectures & Algorithms, 2008-present.

= Associate Editor for SIAM Journal on Scientific Computing, Jan 2010-present.

= Chair of the SIAM Supercomputing Special Interest Group, 2008-2009.

= Program Director for SIAM Supercomputing Special Interest Group, 2000-2003.

=  Program Chair for 2004 SIAM Parallel Processing Conference.

Professional Service

=  Program committee member (past 3 year), IPDPS 2012, SCI 2012, SC 2011, HiPC
2011, PPAC 2011 SC 2010, IPDPS 2010, SECSE 2010, ICS 2010, PPAAC 2010, SOS13,
SECSE 2009, SC 2009, PPAAC 2009.

= Advisory Board Member, NSF-funded FLAME project, U of Texas at Austin.

= Reviewer for NSF in computational science and scalable computing, 2003-present.
= PhD committee, Sarah Knepper, Emory University, 2010-2011.

=  PhD committee, Bryan Marker, University of Texas at Austin, 2010-2011.



= Referee for SIAM Journal of Scientific Computing, SIAM Review, ACM Transactions
on Mathematical Software, IEEE Transactions on Parallel and Distributed Systems,
1999-present.



Professional Memberships

The Society for Industrial and Applied Mathematics.

Distinguished Member, The Association for Computing Machinery.

Publicly-available Software

The Trilinos Project (trilinos.sandia.gov): Open Source (LGPL/BSD), Initiated and
lead the project, 2001-present. Trilinos is a 2004 R&D 100 winner and the world’s
largest open source computational science and engineering libraries project. It is a
collection of nearly sixty open source software packages supported by a common
software engineering infrastructure and community development model. This year
Trilinos had 5000 downloads (23% increase over last year) and has over 5000
registered users (26% increase). Trilinos is widely recognized as the leading library
project for next-generation extreme-scale computing.

o Trilinos package development: Each Trilinos package is a self-contained
software product with its own scope of development. These are the
packages | have designed and developed:

Epetra: Principal designer and implementer. Epetra is the
predecessor to Tpetra and is one of the two most popular scalable
data class libraries on the planet (PETSc is the other). Epetra is used
by thousands of application and library developers for constructing
and using scalable sparse and dense linear algebra objects. Epetra is
known to scale beyond 100,000 processors on a Cray XT6 computer.
It is the most popular package in Trilinos.

AztecOO: Principal designer and implementer. An object-oriented
version of the popular Aztec linear solver library. AztecOO is the
most widely used iterative solver package in Trilinos, used by
thousands of people, providing the core linear solver capabilities for
many Sandia and DOE applications.

Tpetra and Kokkos: Principal designer and core developer. Packages
for constructing and using scalable linear algebra data objects on
scalable manycore computers. Supports multi-precision data types,
multiple node programming models and advanced compile-time
polymorphic capabilities. Tpetra/Kokkos is the first general-purpose
linear algebra library to support hybrid MPI/CPU/GPU execution.

Ifpack: Principle designer and implementer. A collection of algebraic
sparse preconditioners and smoothers. Widely used in Sandia and
DOE applications.



= |Ifpack2: Designer. Next-generation of Ifpack targeting scalable
manycore architectures.

= Amesos: Principal designer. A package of interfaces to common
direct sparse solvers. Widely used at Sandia and other DOE labs.

= Amesos2: Designer. Next-generation of Amesos targeting scalable
manycore architectures.

= Belos: Designer. Follow-on to AztecOO as a collection of scalable,
state-of-the-art iterative methods.

= Komplex: Principal designer and implementer. A package of solvers
for complex-valued systems using equivalent real formulations.

= Teuchos: Designer and developer. The core services package in
Trilinos. Widely used.

= The Mantevo Project (software.sandia.gov/mantevo): Open Source (LGPL),
Initiated and lead the project, 2006-present. Mantevo is the first project to
concretely define the concept of a miniapplication as a co-design vehicle for next
generation applications and computer systems. Mantevo is a collection of 6 open-
source, stand-alone miniapplications that serve as performance proxies for Sandia’s
large-scale applications.

o Mantevo package development: Each Mantevo miniapplication is a self-
contained software product. These are the packages that | have designed
and developed:

= HPCCG: Principal designer and developer. Performance proxy for a
scalable finite-volume/finite-difference single physics PDE application.
HPCCG has been used in dozens of performance studies for new
system design. Rewritten 6 times using new programming
languages and programming models.

=  MiniFE: Designer and developer. Follow-on to HPCCG as a proxy for
unstructured finite element single physics applications. Used to
prototype manycore algorithms and parallel pattern implementations
that are now in production use in Trilinos. Used in numerous systems
performance studies on mixed precision and hybrid MPl+threading
programming environments.

= Tramonto (software.sandia.gov/tramonto): Open Source (LGPL), Lead scalable
algorithms designer and developer, 2004-present. Tramonto is an open source
application for modeling and simulation of inhomogeneous fluids using classical
density functional theories. Tramonto has unique modeling capabilities for a wide
variety of applications, including biophysics applications for new pharmaceuticals
based on anti-microbial peptides. Tramonto scales to more than 16,000 processors
of a Cray XTé system. It has been downloaded 260 times since its release in 2007.



Aztec (www.cs.sandia.gov/CRF/aztecl.html): Open Source (Special license), Lead
developer, 1998-2000. Popular open source preconditioned iterative solver
package that is still download frequently (250 downloads this year).

Sparse BLAS (math.nist.gov/spblas): Open Source (no license), Lead designer, 1999-
2002. The sparse BLAS are a de facto standard for sparse kernel computations.

BPKIT (sourceforge.net/projects/bpkit): Open Source (LGPL), Lead designer, 1995-
1996. BPKIT was one of the first object-oriented math software packages, and it
remains a popular prototyping environment for preconditioned iterative methods.

GEMMW (www.mgnet.org/~douglas/ccd-free-software.html): Open Source (no
license), Developer, 1994. GEMMW is a portable parallel implementation of
Strassen-Winograd dense matrix-matrix multiplication.

Cray Sparse Solvers: Distributed with Cray Scientific Libraries (LIBSCI), Principal
designer and developers of the preconditioned sparse solvers, 1989-1993. Provided
optimized libraries for sparse linear systems on Cray vector multiprocessor and
MPP machines.

Cray Optimized BLAS/LAPACK: Distributed with LIBSCI, developer of YMP/C90
kernels for vector multiprocessor systems,1989-1993. Developed unique hybrid
implementation for single vector processor and multiple vector processors.

Cray vectorized tridiagonal solvers: Distributed with LIBSCI, principal developer,
1989-1993. Developed 3:1 cyclic reduction and burn-at-both-ends algorithms for
vector processors.



Selected Invited Presentations

= Invited: Computing Essentials: What SIAM Members Should Know about
Computing on Emerging Architectures, 2012 SIAM Annual Meeting, Minneapolis,
MN, July 2012.

= |nvited: Scalability of Trilinos: People, Processes, Parallelism, 2012 ESCO
Conference, Pilsen, Czech Republic, June 2011.

= Invited: Numerical Libraries on Emerging Architectures, 2011 Supercomputing
Conference Tutorial, Seattle, WA, November 2011.

= Invited: Emerging Architectures and UQ: Implications and Opportunities, |FIP
Workshop on uncertainty quantification, Boulder, CO, August 2011.

= Invited: Building the Next Generation of Parallel Applications and Libraries, INT
Workshop on Exascale Computing, Seattle, WA, June 2011.

= |nvited: Toward Portable Programming of numerical linear algebra on manycore
nodes, CEA-EDF-INRIA 2011 Summer School, Nice, France, June 2011.

= Keynote: Scalability of Trilinos: People, Processes, Parallelism, 3" International
Conference on Computational Methods in Engineering and Science (FEMTEC 2011),
South Lake Tahoe, NV, May 2011.

= Invited: Building the Next Generation of Parallel Applications, Salishan Conference
on High Speed Computing, April 2011.

= Invited: Miniapplications: Vehicles for Co-Design, Engelberg, Switzerland, March
2011.

= Invited: Requirements on Next-Generation Programming Models, U of Houston,
January 2011.

= Invited: Trilinos for Extreme-scale for Computing, U Texas, Austin, January 2011.

= Invited: Software Engineering for Computational Science and Engineering, Cray,
Inc., January 2011.

= |nvited: Building the Next Generation of Parallel Applications and Libraries, |AM,
April 2011.

= Invited: Bi-modal MPI-only & MPI+threading, Cray, Inc., December 2010.

= Invited: The Extreme-scale Algorithms & Software Institute, Fall Creek Falls
Conference, October 2010, Memphis, TN.

= |nvited: Building the Next Generation of Scalable Applications, Future of the Field
Workshop, Snowbird, UT, July 2010.

= Keynote: Building the Next Generation of Parallel Applications, Int’| Workshop on
OpenMP, Tsukuba, Japan, June 2010.



Keynote: Trilinos for Extreme-scale Computing, SPEEDUP Workshop, ETH-Zurich,
September 2010.

Invited: Trilinos Overview and Tutorial, Purdue University, September 2009.

Invited: Software Needs for Next-generation systems, SOS13, Hilton Head, SC,
March 2009.

Invited: Algorithms for 1M cores: What Might and Might not Work, Simulating the
Future Workshop, Paris, France, September 2008.

Organizer: When MPI-only is not Enough: Building the Next Generation of Scalable
Applications Workshop, Santa Fe, NM, May 2008.

Invited: Design Issues for Numerical Libraries on Multicore Systems, SciDAC
Conference, July 2008, Seattle, WA.

Invited: An Overview of Trilinos, Oak Ridge National Laboratory, TN, October 2007.

Keynote: Optimal Kernels to Optimal Solutions: Algorithm and Software Issues in
Solver Development, PDPQO7, February 2007, Naples, Italy.



Research Funding

Year | Source Role | Amount | Summary

2010- | DOE-NNSA Pl S$200K Exascale Co-Design Initiative

2012 | Exascale Alg

2010- | ASC/Algs Co-PI | $1.2M | Technical Lead

2012

2010- | DOE-SC ASCR | PI $168K Extreme-scale Software Center (ESC)
2011

2010- | DOE-SC ASCR | PI S3M Extreme-scale Alg & SW Institute (EASI)
2012

2010- | ASC/CSSE Co-PI | S1IM Mantevo Miniapps.

2012

2010- | DOE-SC ASCR | PI S1.1M SciDAC-e Solvers for Carbon Sequestration.
2011

2010- | DARPA Co-PI | $3.5M | UHPC Xcaliber Project.

2012

2009- | DOE-SC ASCR | PI $1.2M | Applied Math Base Program (Tramonto).
2012

2008- | DOE-SC ASCR | PI $3.5M Institute for Advanced Architectures &
2010 Algorithms.

2007- | LDRD Pl $1.1M Mantevo Miniapps initiation.

2009

2006- | DOE-SC ASCR | PI S1M SciDAC TOPS2 project.

2011

2001- | LDRD Co-PI | S1M Data Partitioning Tools.

2003

2000- | ASC/Algs PI, $1.2M | ASC Algorithms leadership

2010 Co-PI

1999- | LDRD Pl S1M Hybrid Preconditioners for coupled systems.

2002




Mentoring Highlights

= Richard Barrett, Ross Bartlett, Erik Boman, Russell Hooper, Jonathan Hu, Nicole
Lemaster, Mike Parks, Roger Pawlowski, Denis Ridzal, Chris Siefert, Heidi
Thornquist, Guglielmo Scovazzi: Informal staff mentoring.

= Mark Hoemmen: Postdoctoral advisor, 2009-present.
Advisor: Jim Demmel, U of CA, Berkeley.

= Siva Rajamanickam: Postdoctoral advisor, 2009-present.
Advisor: Tim Davis, U of FL.

=  Michael Wolf: Postdoctoral advisor, 2009-2011.
Advisor: Mike Heath, U of IL, Urbana-Champaign.

= Sarah Knepper: Undergraduate research advisor, summer intern advisor, PhD
committee, 2004-2011.
Advisor: Jim Nagy, Emory University.
Present position: Intel Math Kernel Library.

= Kurtis Nusbaum: Undergraduate research advisor, Sandia intern mentor, 2008-2011.
Present position: Graduate student, U of lllinois, Urbana-Champaign.

= Kelsey Larson: Undergraduate research advisor, 2010-present.

= Becca Simon: Undergraduate research advisor, 2010-present.

= Lee Buermann: Undergraduate research advisor, 2010-present.

= Christopher Baker: Postdoctoral advisor, 2008-2009.
Advisor: Kyle Gallivan, U of FL.
Present position: Staff member, Oak Ridge National Laboratory.

= Matthew Lietzke: Undergraduate research advisor, 2007-2008.
Present position: Graduate student, U of CA, Davis.

= Eric Bavier: Undergraduate research advisor, 2008-2010.
Present position: Cray Math Libraries Group.

= Vanja Paunic: Undergraduate research advisor, 2007-2008.
Present position: Graduate student, U of Minnesota.

= Kelly Fermoyle: Undergraduate research advisor, summer intern mentor, 2006-2010.
Present position: Firmware developer Seagate, Inc.

= Michael Karp: Undergraduate research advisor, 2006-2007.
Present position: Graduate student, U of Minnesota.

= Jason Cross: Undergraduate research advisor, summer intern mentor Sandia, 2002-
2005.
Present position: Graduate student, lowa State.



James Willenbring: Undergraduate Research Advisor, St. John’s, 2000-2001.
Present position: Staff member, Sandia National Labs.

Kristopher Kampshoff: Undergraduate Research Advisor, St. John’s, 1999-2001.
Present position: Staff scientist, BAe Systems.

Abdelkader Baggag: Summer Research at Cray, 1997.
Advisor: Ahmed Sameh, U of Purdue.
Present position: Assistant Professor, McGill University.

Edmond Chow: Summer Research at Cray, 1996-1997.
Advisor: Yousef Saad, U of Minnesota.
Present position: Associate Professor, Georgia Institute of Technology.

John Wu: Summer Research at Cray, 1994-1995.
Advisor: Yousef Saad, U of Minnesota.
Present position: Staff scientist, Lawrence Berkeley Lab.

Keith Gremban: Thesis committee, summer research, 1992-1995.
Advisor: Gary Miller, Carnegie-Mellon.
Present position: VP, SET Corporation.

Vivek Sarin: Summer Research at Cray, 1992-1994.
Advisor: Ahmed Sameh, U of Minnesota.
Present position: Associate Professor, Texas A & M.

Publication Highlights (2010-2012)

7 journal articles & refereed proceedings, 1 SAND report.

1525 total citations, 918 since 2007.
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