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Chapter 1

Matching algorithms with
physics: exact sequences
of finite element spaces

P.B. Bochev∗, A.C. Robinson†‡

1.1 Introduction
In finite element lore the term “unstable discretization” is often applied to situations
when approximate solutions develop unphysical “wiggles”, or otherwise behave in
a strange manner. A textbook example of such wiggles are Galerkin solutions of
a scalar hyperbolic equation with discontinuous data. A more subtle example of
instability is the “strange” behavior of mixed finite elements for the Stokes problem
when velocity and pressure are approximated by a linear-constant pair.

In both cases failure of finite element methods to produce an adequate solution
stems from discretization defects, i.e., a choice of finite element spaces that is in-
consistent with the problem being solved. For instance, oscillations in the Galerkin
method are invoked by symmetric discretization of an advection operator, while
the linear-constant pair violates the inf-sup stability condition required for well-
posedness of saddle-point optimization problems. The presence of these defects in
the finite element method will almost surely lead to a disaster and in that sense
they represent strong stability threats.

However, a finite element discretization may possess flaws which do not lead
to an immediate and obvious failure. Examples include minute oscillations in SUPG
methods, approximation of solenoidal fields by approximately divergence free vec-
tors, and many other “small” infractions. Because the impact of these defects is, as
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2 Chapter 1. Matching algorithms with physics

a rule, confined within the local discretization error, they are routinely dismissed
as being benign, at least compared with the defects mentioned above.

While this may be true for simple mathematical models, the presence of even
small discretization defects often proves disastrous in large scale computations of
complex multiphysics systems. Such systems are modelled by many interacting
components that are coupled through interaction of forces, exchange of energy,
momentum and may involve vastly different time scales. As a result, a “small”
discretization defect in one of the components may be potentially amplified as it
passes through the components of the system.

For such multiphysics problems managing complexity of fully coupled models
is made more tractable by ensuring reliability and physical fidelity of each compo-
nent before coupling it with the rest of the model. In this article we focus on our
experiences in applying this strategy to numerical simulation of the Z-pinch. The
Z-pinch is a technique for generating large material compressions and energies by
generating a cylindrical implosion using focused magnetic field energy. Wire array
implosions for example are used to generate extremely large X-ray power pulses
[34]. A key component of the Z-pinch model, required to deliver usable simulations
in three dimensions, is magnetic diffusion in heterogeneous conductors.

In what follows we consider, compare, and contrast two approaches to finite
element modeling of magnetic diffusion which subscribe to fundamentally different
philosophies. The first approach utilizes standard nodal finite element spaces and
tries to achieve physical fidelity by adapting the partial differential equation to the
choice of discretization by virtue of potentials and gauges. Finite element models
engendered by this combination are plagued by non-physical modes that tend to
pollute transient and static solutions. The second approach takes a different route
and tries to achieve physical fidelity in the simulation by adapting the discretization
choice to the partial differential equation. This gives rise to finite element models
in which non-physical effects are well controlled and selected governing equations
can be satisfied exactly by finite element approximations. Ultimately, this approach
leads to simulations with superior physics fidelity.

1.2 Magnetic diffusion in highly heterogeneous
conductors

The relevant governing equations for the electromagnetic field are obtained from
the full Maxwell’s equations by neglecting the displacement current1. The result is
the set of eddy currents equations

∇×H = J in Ω (1.1a)

∇×E = −∂B
∂t

in Ω (1.1b)

∇ ·B = 0 in Ω (1.1c)
∇ · J = 0 in Ω, (1.1d)

1This amounts to neglecting high frequency speed-of-light time scale electromagnetic waves in
a conducting medium.
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1.2. Magnetic diffusion in highly heterogeneous conductors 3

where H is the magnetic field, J is the current density, E is the electric field, and B
is the magnetic flux density. Initial values of B are required to satisfy (1.1c). The
system (1.1a)-(1.1d) is closed by adding the constitutive relations

B = µH and J = σE (1.2)

where σ and µ denote conductivity and permeability of the media, respectively, and
appropriate boundary conditions. Here we consider Type I conditions

n×E = n×Eb and n ·B = n ·Bb on Γ∗ (1.3)

and Type II conditions

n×H = n×Hb and n · J = n · Jb on Γ. (1.4)

posed on disjoint parts Γ and Γ∗ of the boundary ∂Ω2.
While the eddy current equations (1.1a)–(1.1d) are a well-known and stud-

ied model, using it as a component of the larger Z-pinch model brings up some
specific modeling and computational issues. First, implosion of the wire array is ac-
companied by state transitions from solid to melt and finally, plasma states during
which conductivity changes over several ranges of magnitude. As a result, unlike
in conventional applications of the eddy current model, here conducting and non-
conducting regions are not separated by a static interface. This forces consideration
of the eddy current equations on a single, but highly heterogeneous, conductor as
the only acceptable modeling choice. Therefore, for us Ω will represent a single
conducting region in RI 3 with non-constant conductivity σ and permeability µ such
that

0 < σmin ≤ σ(x, t) ≤ σmax ∀x ∈ Ω (1.5)

0 < µmin ≤ µ(x, t) ≤ µmax ∀x ∈ Ω. (1.6)

However, no particular smoothness of σ and µ can be assumed, i.e., they can be
discontinuous functions.

To deliver robust, 3D fully integrated Z-pinch calculations, finite element sim-
ulation of the magnetic diffusion must also maintain high fidelity to the underlying
physics both at the ideal MHD limit σ →∞, as well as at the highly diffusive limit
σ → 0. In addition, an efficient solution method for the discrete equations must be
available.

In the magnetohydrodynamics modeling literature a great deal of attention is
paid to enforcement of equation (1.1c) in the numerical approximation either exactly
or to some interpolation error (Toth, [29]). Here we discuss a modeling approach
in which equation (1.1c) is satisfied exactly to machine precision and it is desirable
to maintain this exactness throughout the magnetohydrodynamics algorithm which
must include J×B forces, Joule heating and an appropriate treatment of magnetic
induction in moving media.
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4 Chapter 1. Matching algorithms with physics

Figure 1.1. Model problem in two-dimensions

1.2.1 A two-dimensional model problem

To compare and contrast different finite element methods we further restrict at-
tention to a two-dimensional model problem derived from a setting related to the
Z-pinch problem. The region Ω is a 0.003m×0.004m rectangle. A low conductivity
region occupies a slot in the middle of the rectangle that is 0.003m deep and 0.001m
wide; see Figure 1.1. We set µ = 4π × 10−7 in the whole region, and

σ =
{

1 if 0.001 < x < 0.002 and 0.001 < y < 0.004
63.3× 106 otherwise

The governing equations are obtained from (1.1a)-(1.1d) by the ansatz

H = Hzk and E = Exi + Eyj.

The model problem is driven by a combination of Type I and Type II boundary
conditions. Type II boundary consists of the center slot on the top side, the bottom
side and the left and right sides of Ω. Type I boundary is the complement of Type
II; see Figure 1.1. On Type I we prescribe homogeneous tangential E:

n×E = 0 on y = 0.004 and 0 < x < 0.001 or 0.002 < x < 0.003.

The tangential magnetic field is set to one at the center slot and zero elsewhere:

n×H =
{

1 on 0.001 < x < 0.002, y = 0.004
0 all other parts of Type II boundary

2Note that (1.1a) and (1.1b) imply consistency between tangential and normal boundary con-
ditions in each pair.
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1.3. Vector potential approaches 5

Based on the domain geometry and the choices of σ and µ the steady state3 will
be reached at tsteady ≈ 50× 10−6 sec. In the static limit B represents a “tent”-like
shape that is flat above the slot and fills the rest of the region.

1.3 Vector potential approaches
Nodal spaces have been in the arsenal of finite elements since the very inception
of this powerful method. As such they have gained tremendous following and pop-
ularity. In large part this is owed to their simplicity, well-developed approxima-
tion theory and the fact that nodal elements lead to algebraic problems with well-
understood properties and structure. Nevertheless, if applied directly to our model
problem they fail to ensure solenoidal approximation of the magnetic flux B.

To resolve this problem adherents of nodal elements substitute the original
eddy current model (1.1a)–(1.1d) by a set of equations based on a vector magnetic
potential in conducting regions and a scalar4 magnetic potential in all other parts
of Ω, see e.g., [3, 4]. However, the lack of static interface in our application makes
the use of two potentials prohibitively complex for implementation. In this case
one introduces a “fudged” void conductivity and considers a single vector magnetic
potential for the whole region. Since in conductors ∇ · B = 0 we must have that
B = ∇ ×A in Ω. From the Faraday’s law (1.1b) E = −(∂A

∂t +∇φ), where φ is a
scalar electric potential. In combination with (1.2) and (1.1a) this gives

∇× 1
µ
∇×A = −σ(

∂A
∂t

+∇φ). (1.7)

To use the vector potential equation (1.7) one must choose a gauge, i.e., augment it
by additional equations and boundary conditions. The Coulomb gauge ∇·A = 0 is
hard to satisfy numerically by nodal elements and must be added implicitly to the
formulation which creates a cascading effect of adding more and more equations;
see [3]. Another choice is the Lorenz gauge ∇ · A = −µσφ; see [14, 15, 16]. For
homogeneous conductors this gauge is equivalent to the Coulomb gauge; see [4],
while for heterogeneous materials it leads to nonsymmetric weak problems and is
avoided. In what follows we consider finite element solution of the magnetic diffusion
model by two other vector potential formulations that circumvent these problems.
However, we will see that other, more serious problems concerning fidelity of the
results appear.

1.3.1 Modified vector potential formulation

In the modified vector magnetic potential formulation of Emson and Simkin [19],
the electric potential φ is eliminated from (1.7) by the integral transformation

A∗ = A +
∫ t

0

∇φdt. (1.8)

3The value σ = 63.3× 106 gives the nominal conductivity for solid copper. The time scale for
magnetic diffusion in solid copper is estimated from µσL2 where L is characteristic length.

4In conventional applications of the eddy current model this has the added benefit of reducing
the number of unknowns in void regions.
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6 Chapter 1. Matching algorithms with physics

B B B B

Figure 1.2. B computed from (1.9): t1 and tsteady.

The modified potential A∗ has the property that ∇ × A∗ = ∇ × A and ∂A∗

∂t =
∂A
∂t +∇φ and, as a result, (1.7) can be replaced by

∇× 1
µ
∇×A∗ + σ

∂A∗

∂t
= 0 in Ω. (1.9)

This equation is augmented by the boundary conditions

1
µ
∇×A× n = Hb × n on Type II and n×A = 0 on Type I, (1.10)

derived from the original boundary conditions (1.3)–(1.4) specialized to the model
problem in §1.2.1.

Figure 1.2 shows B computed from a finite element solution of (1.9)–(1.10)
by bilinear nodal elements defined on rectangles. The plot on the left side gives B
after one time step when it represents the magnetic flux fairly well. The other plot
shows the steady state of B. Unfortunately, this plot does not capture the correct
behavior of B at all.

1.3.2 Modified Lorenz gauge formulation

Modifications of the Lorenz gauge which give symmetric weak problems for hetero-
geneous conductors were suggested in [6] and in [11]. The gauge considered in [6]
adds the equation

∇ · σA = −µσ2φ in Ω (1.11)

and the boundary conditions

φ = 0 on Type I and A · n = κ2µσlφ on Type II (1.12)

to (1.7). The electric potential φ can be eliminated from the gauged system which
reduces the set of differential equations to:

∇× 1
µ
∇×A + σ

∂A
∂t
− σ∇

( 1
µσ2
∇ · σA

)
= 0 in Ω. (1.13)
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1.3. Vector potential approaches 7

B B B B

Figure 1.3. B computed from (1.13): t1 and tsteady.

For the model problem in §1.2.1 (1.13) is closed by (1.10) augmented with A ·n = 0
on Type II boundaries.

Figure 1.3 shows approximations of B after one time step and its steady
state computed from bilinear finite element solution of (1.13). Compared with
the solution by modified vector formulation (1.7) now even the first time step is
not represented well by the approximation. In fact, behavior of B closely resembles
that of a locked finite element solution.

1.3.3 Pitfalls of nodal discretizations

To understand why the two vector potential formulations behave in this unsatis-
factory way let us take a look at the equations used to advance the finite element
solution in time. We assume that A is approximated by a standard C0 nodal finite
element space Xh constrained by an appropriate set of boundary conditions. The
semidiscrete problem is

MσȦh + KµAh = f (1.14)

where Mσ = (Ah, Âh) is the mass matrix and

Kµ =

{
( 1

µ∇×Ah,∇× Âh) for (1.9)
( 1

µ∇×Ah,∇× Âh) + (∇ · σAh,∇ · σÂh) for (1.13)

is a stiffness matrix. The qualitative behavior of the solutions in (1.14) depends on
the eigenpairs (λ,xλ) of the generalized eigenvalue problem

(λMσ + Kµ)xλ = 0. (1.15)

Consider first (1.15) with Kµ corresponding to the modified formulation (1.9). Fig-
ure 1.4 shows the eigenvalues of (1.15) superimposed with the eigenvalues of the
discrete curl operator Cµ = ( 1

µ∇ ×Ah,∇ × Âh). The continuous counterpart of
this operator has an infinite dimensional nullspace. However, for the example con-
sidered here Cµ turns out to be nonsingular and the zero frequency is approximated
by a cluster of small eigenvalues, visible at the bottom left corner of Figure 1.4. The
nonsingularity of Cµ, which at first seems counterintuitive, is in fact caused by the
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8 Chapter 1. Matching algorithms with physics

0 100 200 300 400 5001. · 10-11

1. · 10-6
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1. · 1014

curl Modified

Figure 1.4. Eigenvalues of Cµ and (1.15).

use of nodal elements to form this matrix. Indeed, in order for Cµ to be singular,
the nodal space Xh must contain exact gradients. This amounts to the existence
of another finite element space Xh, defined with respect to the same triangulation
Th, and such that ∇qh ∈ Xh for some qh ∈ Xh. Therefore, Xh must contain scalar
piecewise polynomial functions of one degree higher than those in Xh, and whose
gradients are C0 functions. It doesn’t take long to see that when Xh is constrained
by (1.10) such Xh does not exist; see also [10].

Thus, instead of exact gradients, Xh contains vector fields that are “almost
gradients”. These fields are further transformed into spurious modes of (1.15) where
they cause the nonphysical magnetic flux computed from (1.9). To test this hypoth-
esis let us conduct a simple numerical experiment in which at each time step the
finite element vector potential Ah is projected onto the orthogonal complement of
the spurious modes. For the purpose of this experiment let us deem as “spurious”
the modes of (1.15) corresponding the eigenvalue cluster5 near the origin; see Fig-
ure 1.4. Figure 1.5 compares the original finite element solution from (1.9) with
a magnetic flux density obtained from our experiment. After the first time step
both solutions, shown on the left hand side of Figure 1.5, are indistinguishable.
When the original solution reaches its unphysical steady state, the projected solu-
tion is still evolving, however, it represents better the desired “tent”-like shape of
the exact steady state for B. An immediate conclusion that can be drawn from
this experiment is that elimination of the modes deemed as “spurious” did improve
the transient solution but still left it far from perfect. Thus, there must be more
spurious modes left among the ones we deemed as “physical”. Therefore, it seems
that all that is needed in order to obtain satisfactory B is to identify the remaining
spurious modes and purge them from the transient solution.

Unfortunately, this course of action is hardly prudent because, depending
on the nodal basis used, spurious modes may remain clustered around the zero
frequency, or they may pollute the whole spectrum. Even worse, when Th is refined
new spurious modes continue to enter the spectrum from above; see [1], or [7]. This

5For the triangulation used in this experiment Mσ and Kµ are 503× 503 matrices. The largest
479 modes of (1.15) were taken as “physical”, while the smallest 24 were the “spurious”.
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1.3. Vector potential approaches 9

physical modes all modes

B B

physical modes all modes

B B

Figure 1.5. “Physical” vs. “spurious” approximations of B: t1 and tsteady.
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Figure 1.6. Eigenvalues of (1.15) for (1.9) and (1.13).

is why we placed “spurious” and “physical” in quotes, and why the experiment
conducted above cannot be extended to a practical algorithm.

Let us now consider (1.15) when Kµ includes the contribution from the mod-
ified Lorenz gauge, i.e., the case of (1.13). Figure 1.6 shows the new eigenvalues
superimposed with the earlier set of eigenvalues corresponding to (1.9). It is clear
that the effect of the modified Lorenz gauge is to push the eigenvalues to a higher
part of the spectrum. The same effect has been observed in penalty formulations;
see [23] and [27]. In other words, the Lorenz gauge (1.11)–(1.12) acts as a penalty
term. This explains the “locked” solution phenomena in Figure 1.3: since the spec-
trum is pushed up, the only modes that it contains are fast transients relative to
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10 Chapter 1. Matching algorithms with physics

the time scale of the model problem. These transients quickly die out, leaving us
with a solution “frozen” at an unphysical state.

1.4 Matching physics with discretization
It is very unlikely that a finite dimensional approximation of a process taking place
in an infinite dimensional space can avoid “non-physical” effects. Thus, by them-
selves, spurious modes are only part of the problem experienced by the two vector
potential formulations. The main culprit for the poor performance of (1.9) and
(1.13) is that nodal bases are incapable of providing discrete problems in which
nonphysical modes are confined to the zero frequency. Without this property tran-
sient and static solutions will inevitably become polluted by these modes; see [18].

Alternatively, we can view these difficulties as stemming from inadequate ap-
proximation of the kernel of the curl operator by nodal elements; see [10]. As a
result, a remedy can be sought by using finite element spaces which contain a suf-
ficiently large supply of gradients. To find such spaces we turn attention to the
mathematical structure of the Maxwell’s equations which is closely related to the
notions of exactness and De Rham complex; see, e.g., [9]–[10], and [21].

1.4.1 De Rham complex

The domains of the gradient, curl and divergence, relative to Γ are

H0(Ω,grad ) = {φ ∈ H(Ω,grad )|φ = 0 on Γ}, (1.16)
H0(Ω, curl ) = {u ∈ H(Ω, curl )|u× n = 0 on Γ}, (1.17)
H0(Ω,div ) = {u ∈ H(Ω,div )|u · n = 0 on Γ}, (1.18)

where H(Ω,grad ), H(Ω, curl ), and H(Ω,div ) denote spaces of square integrable
functions whose gradients, curls and divergences are also square integrable. As
usual, the space of all square integrable functions on Ω is denoted by L2(Ω). The
four spaces H0(Ω,grad ), H0(Ω, curl ), H0(Ω,div ), L2(Ω) and the three operators
∇, ∇× and ∇· form a De Rham complex relative to Γ. The dual De Rham complex
is defined relative to Γ∗ and involves the adjoint operators ∇∗, (∇×)∗ and (∇·)∗.

A fundamental property of De Rham’s complex is that each differential opera-
tor maps its domain into the kernel of the next differential operator. A combination
of spaces and operators with such property is called exact sequence. Symbolically,
the exactness property is represented by the following diagram:

H0(Ω,grad ) ∇7−→ H0(Ω, curl ) ∇×7−→ H0(Ω,div ) ∇·7−→ L2(Ω). (1.19)

The importance of (1.19) stems from the fact that Maxwell’s equations can be
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1.4. Matching physics with discretization 11

described in terms of a Tonti diagram built upon this complex; see [10]:

Ampere Faraday

H0(Ω,grad ) ψ 0 L2
0(Ω)

∇ ↓ ⇑ ∇·
H0(Ω, curl ) H ⇒ µH = B ⇒ B H∗

0 (Ω,div )

∇× ⇓ ⇑ ∇×
H0(Ω,div ) J ⇐ J = σE ⇐ E H∗

0 (Ω, curl )

∇· ⇓ ↑ ∇
L2

0(Ω) 0 φ H∗
0 (Ω,grad )

(1.20)

1.4.2 Discrete De Rham complex

How can the Tonti diagram help us devise a better finite element method for the
magnetic diffusion problem? The diagram (1.20) represents a mathematical abstrac-
tion of the physics that governs electromagnetic phenomena. As such it reveals the
intrinsic structure of Maxwell’s equations responsible for the qualitative behavior
of their solutions. To capture this behavior, a finite element solution must evolve
from a setting that approximates this structure, i.e., a discretization that approx-
imates both the spaces in (1.20) and the relations between them induced by the
gradient, curl and divergence operators. In short, we seek four finite element spaces
Wi, i = 0, . . . , 3 that are subspaces of H0(Ω,grad ), H0(Ω, curl ), H0(Ω,div ), and
L2(Ω), respectively, and which form an exact sequence, that is

W0 ∇−→ W1 ∇×−→ W2 ∇·−→ W3. (1.21)

Then a discrete model of (1.1a)–(1.1d) can be derived from (1.20) by substituting
the function spaces by the finite element spaces Wi, an idea originally suggested in
[8], [9].

In this section we will develop the desired exact sequence of finite elements for
general unstructured hexahedral and quadrilateral grids. The progenitor of this ex-
act sequence is the original hexahedral “edge” element developed by van Welij [32].
For parallelepipeds and parallelograms some spaces in the exact sequence will coin-
cide with the well-known Nedelec, and BDFM ( Brezzi, Douglas, Fortin and Marini)
spaces; see [24], [25], [13], and [17]. However, for general hexahedral/quadrilateral
grids the elements in our sequence are different in the sense that they are not an
affine6 family of finite element spaces (see [12, p. 72]).

Exact sequence on hexahedral grids

We consider RI 3 endowed with a physical coordinate frame (x1, x2, x3) ≡ x and a
parameter (reference) frame (ξ1, ξ2, ξ3) ≡ ξ. In what follows the indices α, β and γ

6A general method for developing affine families of exact sequences can be found in [21]. Curvi-
linear hexahedral triangulations are considered in [30].
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12 Chapter 1. Matching algorithms with physics

take the values ±1 and the indices i, j, k form an even permutation of the numbers
1, 2, 3.

Let K̂ denote the open cube (−1, 1)3 in the reference space and let K be a non-
degenerate, convex hexahedral in the physical space with vertices xαβγ , α, β, γ =
±1. Furthermore, let Q1(K̂) denote the space of all polynomials defined on K̂ whose
degree does not exceed one in each coordinate direction. Let φ̂α

i (ξ) = 1
2 (1 + αξi)

and define the function F = (F1, F2, F3) ∈ Q1(K̂)

F(ξ) =
∑

α,β,γ=±1

xαβγ φ̂α
1 (ξ)φ̂β

2 (ξ)φ̂γ
3(ξ). (1.22)

The nodes, the edges and the faces of K̂ can be expressed as

ξαβγ = {ξi = α, ξj = β, ξk = γ}
ξαβ

ij = {ξi = α, ξj = β, −1 ≤ ξk ≤ 1}
ξα

i = {ξi = α, −1 ≤ ξj , ξk ≤ 1}.

Let xαβγ , xαβ
ij and xα

i denote the nodes, the edges and the faces of K. Then, it
is not difficult to see that F is the unique invertible mapping between K̂ and K
with the property xαβγ = F(ξαβγ), xαβ

ij = F(ξαβ
ij ), and xα

i = F(ξα
i ). Let G ≡

(G1, G2, G3) : K 7→ K̂ denote the inverse of F and let JF = (V1, V2, V3) and
JG = (∇G1,∇G2,∇G3)T , where Vi = (∂F1/∂ξi, ∂F2/∂ξi, ∂F3/∂ξi)T , denote the
Jacobians of the two mappings. A simple calculation reveals that det JF = Vi ·
(Vj × Vk) and detJG = ∇Gi · (∇Gj ×∇Gk), while from (F ◦G)(x) = x it follows
that

Vi · ∇Gj = δij . (1.23)

Solving (1.23) for Vi and ∇Gj gives

Vi = (∇Gj ×∇Gk)det JF and ∇Gi = (Vj × Vk)det JG (1.24)

The unit normal to a face xα
i and the unit tangent to an edge xαβ

ij are given by

n =
∇Gi

‖∇Gi‖
and t =

(∇Gi ×∇Gj)
‖∇Gi ×∇Gj‖

(1.25)

respectively. Changing variables in (1.25) and using (1.24) shows that the corre-
sponding vector fields on K̂ are

(n ◦ F) =
Vj × Vk

‖(Vj × Vk)‖
and (t ◦ F) =

Vk

‖Vk‖
, (1.26)

respectively. Let φα
i (x) = φ̂α

i (G(x)) ≡ 1
2 (1 + αGi(x)). We consider four sets of

functions defined on K as follows:

Wαβγ
ijk = φα

i φ
β
j φ

γ
j (1.27a)

Wαβ
ij = φα

i φ
β
j∇φ

γ
k (1.27b)

Wα
i = φα

i (∇φβ
j ×∇φ

γ
k) (1.27c)

W = ∇φα
i · (∇φ

β
j ×∇φ

γ
k). (1.27d)
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1.4. Matching physics with discretization 13

These sets span four spaces denoted by W0(K), W1(K), W2(K) and W3(K),
respectively. Fundamental properties of (1.27a)–(1.27d) are associated with the
“nodes”, “edges”, and “faces” of K. The “point” mass of the scalar functions in
(1.27a) is ∫

K

Wαβγ
ijk (x) · δ(xκµν)dx =

{
1 if xκµν = xαβγ

0 at all other nodes
.

Thus, W0(K) is a “nodal” space with basis {Wαβγ
ijk }. The circulations of the vector

fields in (1.27b) are∫
xκµ

st

Wαβ
ij (x) · tdl =

 1 if xκµ
st = xαβ

ij

0 along all other edges
.

so we call Wαβ
ij an “edge” basis and W1(K) an edge space. The vector fields in

(1.27c) have a similar property with respect to their fluxes across the faces of K:∫
xκ

s

Wα
i (x) · ndS =

{
1 if xκ

s = xα
i

0 all other faces
.

Thus, Wα
i is a “face” basis and W2(K) is a face space. Lastly,∫

K

W (x)dx = 1.

so W is a “volume” basis andW3(K) is a volume space. Degrees of freedom (DOF)
forW0(K) are “point masses”, or simply the nodal values of a scalar function. The
DOFs for W1(K) are circulations of a vector field along the edges of K, the DOFs
forW2(K) are fluxes across the faces, and the sole DOF forW3(K) is the total mass
of K for a given scalar density function. Lastly, using the chain rule, elementary
vector calculus identities and (1.27a)–(1.27d) it can be shown that

∇Wαβγ
ijk = σijW

αβ
ij + σjkW

βγ
jk + σkiW

γα
ki

∇×Wαβ
ij = σiW

α
i + σjW

β
j

∇ ·Wα
i = σW,

for some {σij , σi, σ} ∈ {±1}, i.e., the four spaces Wi(K) form an exact sequence
that verifies (1.21). After changing variables, and with the help of (1.24), we find a
representation of the bases on K̂:

Ŵαβγ
ijk =

1
8
(1 + αξi)(1 + βξj)(1 + γξk)

Ŵαβ
ij =

1
8det JF

(1 + αξi)(1 + βξj)(Vi × Vj)

Ŵα
i =

1
8det JF

(1 + αξi)Vi

Ŵ =
1

8det JF



“BochevRobinsonEDITED”
2004/11/14
page 14i

i
i

i

i
i

i
i

14 Chapter 1. Matching algorithms with physics

Next consider a triangulation Th of Ω into hexahedral finite elements, and letWi(K)
denote the sequence on K ∈ Th. To combineWi(K) into an exact sequenceWi(Ω),
defined with respect to Th, let N ,

→
E ,

→
F and K denote the sets of all nodes, oriented

edges, oriented faces, and hexahedrals in Th, respectively. Then we introduce four
sets of functions parametrized by N ,

→
E ,

→
F and K, and such that∫

Ω

WNi
(x) · δ(Nj)dx = δij ; WNi

|K ∈ W0(K)∫
→
E j

W→
E i

(x) · tdl = δij ; W→
E i
|K ∈ W1(K)∫

→
F j

W→
F i

(x) · ndS = δij ; W→
F i
|K ∈ W2(K)∫

Kj

WKi
(x)dx = δij ; WKi

|K ∈ W0(K)

The sets {WN }, {W→
E
}, {W→

F
}, and {WK} span the spaces Wi(Ω). The space

W0(Ω) is H(Ω,grad ) conforming because it contains continuous functions. Defini-
tion of W→

E
and (1.25) imply thatW1(Ω) contains vector fields that are tangentially

continuous along the edges in
→
E . Therefore, this space is H(Ω, curl ) conforming.

Likewise, W2(Ω) contains fields that are normally continuous across the faces
→
F .

This makes W2(Ω) H(Ω,div ) conforming. Clearly, W3(Ω) ⊂ L2(Ω). Exactness of
this sequence follows easily from the exactness of the element spaces Wi(K).

Exact sequence on quadrilateral grids

For quadrilateral triangulations Th of planar regions Ω, an “exact” sequence can
be derived by proper restriction of a sequence defined on hexahedrals extruded
from planar finite elements. We use quotes to emphasize that in RI 2 (1.21) must be
changed to accommodate the two different planar curl operators.

Given K ∈ Th the extruded hexahedral is defined by K̃ = {x | (x1, x2) ∈
K,−1 < x3 < 1}. As a result, F3(ξ) = ξ3, V3 = k, ∇G3 = k, and (1.24) simplifies
to ∇G1 = (V2 × k)/det JF and ∇G2 = (k× V1)/det JF. Inserting these expressions
in (1.27a)–(1.27d) yields four pairs of basis function sets on K and K̂:

Wαβ∗
ij∗ = φα

i φ
β
j ; Ŵαβ∗

ij∗ = 1
4 (1 + αξi)(1 + βξj)

Wα∗
ij = φα

i ∇φ
β
j ; Ŵα∗

ij = 1

4det JF
(1 + αξi)(Vj × k)

Wα
i = φα

i (∇φβ
j × k); Ŵα

i = 1

4det JF
(1 + αξi)Vi;

W = ∇φα
i · (∇φ

β
j ×

k
2

); Ŵ = 1

4det JF

By the chain rule
∇Wαβ∗

ij∗ = φα
i ∇φ

β
j + φβ

j∇φ
α
i

which is a sum of W1(K) basis functions, and

∇ ·Wα
i = φα

i (∇φβ
j × k)
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1.4. Matching physics with discretization 15

Figure 1.7. Virtual (perpendicular) and parallel edges on K̃.

which is a W3(K) function. Therefore ∇W0(K) ⊂ W1(K) and ∇ · W2(K) ⊂
W3(K). The curl relation is a bit more involved as there are two ways to interpret
this operator in RI 2. The first one is to apply curl to vector fields φk and treat it as
an operator that maps scalar functions φ into vector fields in the (i, j) plane. We
use this interpretation when curl is applied to the basis functions Wαβ

ij = φα
i φ

β
j

k
2 =

1
2W

αβ∗
ij∗ k associated with the four vertical edges of K̃; see Figure 1.7. Then,

∇×Wαβ
ij =

1
2

(
φα

i

(
∇φβ

j × k
)

+ φβ
j

(
∇φα

i × k
))

=
1
2
(Wα

i −W
β
j )

which shows that ∇ ×W0(K) ⊂ W2(K). A second interpretation of the curl can
be derived by applying it to vector fields u = u1i + u2j and treating the result
as an operator that maps planar vector fields into scalar functions. We use this
interpretation when curl is applied to the basis functions Wα+

i3 = φα
i φ

+
3 ∇φ

β
j =

φα
i ∇φ

β
j = Wα∗

ij , associated with edges on the top face of K̃; see Figure 1.7. Here,

∇×
[
Wα+

23

]
φ+

3 =1
= ∇×

(
φα

i ∇φ
β
j

)
= ∇φα

i ×∇φ
β
j .

which establishes the inclusion W1(K) ⊂ W3(K). Thus, in two-dimensions (1.21)
is modified to

W1 ∇←− W0 ∇×−→ W2 ∇·−→ W3

W1 ∇×−→ W3

(1.28)

1.4.3 Transient solution using the exact sequence

We will now use the spacesWi to construct a finite element model for the magnetic
diffusion. Thanks to the exactness property this discrete model can be easily cus-
tomized and adapted to different simulation objectives and constitutive hypothesis.
For example, if charge conservation (expressed locally by the Ampere’s theorem)
is more important than magnetic flux conservation (expressed locally by Faraday’s
law), then one can develop a finite element model by taking advantage of the exact-
ness property on the left hand side of (1.20). This was done by Bossavit and Verite
in [8] in what constitutes the first example of a discrete Maxwell model built upon
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16 Chapter 1. Matching algorithms with physics

an exact sequence (Whitney forms) of finite element spaces. If, instead, charge and
flux conservation are considered to be equally important, then exact sequences can
be used on both sides of (1.20), resulting in a model where the constitutive relation
(1.2) is enforced weakly.

For us, however, the main objective is to obtain solenoidal approximations
of the magnetic flux assuming that (1.2) are valid and true descriptions of the
material properties. To meet these criteria we consider a finite element model
which takes advantage of the exactness on the right, Faraday’s side of (1.20), while
the constitutive relation (1.2) is used to eliminate H and J from the system. This
situation is depicted by the discrete Tonti diagram (1.29)

Ampere Faraday

W2 1
µBh . . . Bh W2

∇×
... ⇑ ∇×

W1 σEh . . . Eh W1

(1.29)

where
Bh =

∑
→
F

Φ→
F

(t)W→
F

; Eh =
∑
→
E

C→
E
(t)W→

E
,

are expansions of Bh and Ehin terms of edge and face basis functions. The discrete
magnetic diffusion model then is to find (Bh,Eh) ∈ W2 ×W1 such that

∇× 1
µ
Bh = σEh in Ω (1.30a)

∇×Eh = −∂Bh

∂t
in Ω (1.30b)

n×Eh = n×Eb on Type I; n× 1
µ
Bh = n×Hb on Type II. (1.30c)

The finite element problem (1.30a)–(1.30c) requires proper interpretation. The
discrete Faraday law (1.30b) holds exactly thanks to the inclusion ∇×W1 ⊂ W2.
The Ampere’s theorem (1.30a) and the boundary condition on Type II segments
are, in contrast, interpreted as a weak equation∫

Ω

1
µ
Bh · ∇ × ÊhdΩ +

∫
Γ

(n×Hb) · ÊhdΓ =
∫

Ω

σEh · ÊhdΩ ∀Êh ∈ W1 (1.31)

in which the tangential magnetic field is natural boundary condition. This interpre-
tation of (1.30a) is necessitated by the fact that W2 is only H(Ω,div ) conforming
and ∇×Bh does not have a meaning.

To solve our discrete model the time derivative in (1.30b) is replaced by a
finite difference leading to a fully discrete, algebraic system for En+1

h and Bn+1
h :∫

Ω

σEn+1
h · Êh −

1
µ
Bn+1

h · ∇ × ÊhdΩ =
∫

Γ

(n×Hb) · ÊhdΓ ∀Êh ∈ W1(1.32a)

−
Bn+1

h −Bn
h

∆t
= ∇×En+1

h . (1.32b)
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The fully discrete model combines a weak Galerkin form of Ampere’s law (1.32a)
with a finite volume like form of discrete Faraday’s law (1.32b). However, (1.32b)
is not a finite volume equation because it is based on functional representation of
the fields rather than a discrete set of values. As a result, the model considered
here gives rise to approximations that are bona fide vector fields rather than a set
of discrete quantities defined with respect to a lattice.

To solve (1.32a)-(1.32b) we proceed as follows. Because ∇ × En+1
h is in W2

the second equation can be solved exactly for Bn+1
h :

Bn+1
h = Bn

h −∆t∇×En+1
h . (1.33)

This expression is substituted in (1.32a) to obtain an equation for En+1
h only:∫

Ω

σEn+1
h · Êh +

∆t
µ

(
∇×En+1

h

)
·
(
∇× Êh

)
dΩ

=
∫

Ω

1
µ
Bn

h ·
(
∇× Êh

)
dΩ +

∫
Γ

(
n×Hb

)
· ÊhdΓ ∀Êh ∈ W1. (1.34)

After En+1
h is computed from (1.34) it is used in (1.33) to advance the magnetic

flux density to the next time step. Therefore, it is guaranteed that ∇ ·Bn
h = 0 for

all n > 0, provided7 ∇ ·B0
h = 0.

Another attractive feature of our model is the unprecedented ease with which
Type I and Type II boundary conditions can be imposed on the finite element
solutions. For example, since the DOF’s for Eh are the circulations of the electric
field along the edges, setting n×Eh = 0 on Type I boundaries amounts to setting
all coefficients C→

E
, associated with Type I edges, to zero. This situation sharply

contrasts with the use of nodal elements where tangential and normal boundary
conditions pose a difficult problem.

The efforts expended for the design of the spaces Wi and the finite element
model (1.30a)–(1.30c) ultimately pay off in exemplary physical fidelity of the nu-
merical simulation. Figure 1.8 shows the initial electric field E and magnetic flux
density B and their steady states obtained from (1.32a)–(1.32b) after 20 time steps
with ∆t = 2.5 × 10−6sec. We observe the desired “tent” shape of the steady state
magnetic flux density and the correct diffusion time of 50× 10−6 sec.

In conclusion, let us mention that exact sequences can be used to rehabilitate
the modified vector potential formulation (1.9). All that is needed for this purpose
is to replace the nodal approximation of A with a W1 finite element vector field
Ah =

∑
→
E
C→
E
(t)W→

E
. The fully discrete equation for advancing Ah in time then

looks exactly like (1.34). Similarly, the magnetic flux density approximation Bh =
∇×Ah belongs toW2 and is always solenoidal. Solutions computed in this manner
will be indistinguishable from the solutions of our model.

1.5 Conclusions
The excellent physical fidelity of the finite element magnetic diffusion model (1.30a)–
(1.30c) stems from the fidelity of the finite element sequenceWi to the fundamental

7This can be accomplished by setting B0
h = ∇×A0

h for some potential A0
h ∈ W

1.
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18 Chapter 1. Matching algorithms with physics

0 0.00050.0010.00150.0020.00250.003
0

0.001

0.002

0.003

0.004

E - field B B

0 0.00050.0010.00150.0020.00250.003
0

0.001

0.002

0.003

0.004

E - field
B B

Figure 1.8. Electric field and magnetic flux density at t1 and tsteady.

mathematical structure of the Maxwell’s equations. Rather than being a mere
functional approximation, the set Wi represents a discrete model that captures the
higher complexity of an exactness relation engendered by combination of spaces and
operators.

In practical terms this translates into an ability to approximate well the ker-
nels of fundamental differential operators, which in turn leads to a confinement of
nonphysical modes to the zero frequency. The fact that exact sequences approxi-
mate well kernels also means that they necessarily lead to algebraic problems with
large nullspaces. Special care must be taken in solving these problems, especially
if fast and reliable algorithms are desired. Fortunately, in the past few years there
has been a significant progress in extending multilevel solution techniques, includ-
ing multigrid and algebraic multigrid, to algebraic systems obtained from exact
sequences of finite element spaces; see e.g., [2], [20], and [28], among others. While
it is true that these algorithms are, as a rule, more complex than standard nodal
multilevel solvers, the exceptional fidelity of the discrete models makes the extra
effort well worth the price. One should also keep in mind the additional benefits
of exact sequences, such as simplicity of imposing tangential and normal boundary
conditions and the possibility to customize the model so as to address different
modeling goals.
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1.5. Conclusions 19

In closing, let us mention that the notions of exactness and discrete De Rham
complex are not limited to finite element settings. Similar concepts are found,
either implicitly or explicitly, in the core of all successful discrete models of the
Maxwell’s equations, ranging from the original Yee scheme [33] and the finite inte-
gration technique (FIT) method of Weiland [31], to covolume schemes [26], and the
recent mimetic schemes [22].



“BochevRobinsonEDITED”
2004/11/14
page 20i

i
i

i

i
i

i
i

20 Chapter 1. Matching algorithms with physics



“BochevRobinsonEDITED”
2004/11/14
page 21i

i
i

i

i
i

i
i

Bibliography

[1] St. Adam, P. Arbenz, and R. Geus Eigenvalue solvers for electromagnetic
fields in cavities. Technical Report 275, Institute of Scientific Computing, ETH
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