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SUMMARY

Least-squares finite element methods for Darcy flow offer several advantages relative to the mixed
Galerkin method: the avoidance of stability conditions between finite element spaces, the efficiency of
solving symmetric and positive definite systems, and the convenience of using standard, continuous
nodal elements for all variables. However, conventional C0 implementations conserve mass only
approximately and for this reason they have found limited acceptance in applications where locally
conservative velocity fields are of primary interest. In this paper we show that a properly formulated
compatible least-squares method offers the same level of local conservation as a mixed method. The
price paid for gaining favorable conservation properties is that one has to give up what is arguably the
least important advantage attributed to least-squares finite element methods: one can no longer use
continuous nodal elements for all variables. As an added benefit, compatible least-squares methods
inherit the best computational properties of both Galerkin and mixed Galerkin methods and, in
some cases, yield identical results, while offering the advantages of not having to deal with stability
conditions and yielding positive definite discrete problems. Numerical results that illustrate our
findings are provided. Copyright c© 2006 John Wiley & Sons, Ltd.
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1. Introduction

This paper considers least-squares finite element methods for the elliptic boundary value
problem {

∇ · u + γφ = f and u + A∇φ = 0 in Ω

φ = 0 on ΓD and u · n = 0 on ΓN .
(1)

In (1), Ω denotes a bounded open region in Rn, n = 2, 3, with Lipschitz continuous boundary
Γ consisting of two disjoint pieces ΓD and ΓN ; A is a rank two symmetric, positive definite
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2 P. B. BOCHEV, M. D. GUNZBURGER

tensor; γ ∈ L∞(Ω) and f ∈ L2(Ω) are two given scalar functions†. We assume that there exists
a constant α > 0 such that for every x ∈ Ω,

1
α

ξT ξ ≤ ξT A(x)ξ ≤ αξT ξ . (2)

The properties of A ensure the existence of the square root A1/2 and its inverse A−1/2. We
will treat two cases: either γ(x) ≥ γ0 > 0 for x ∈ Ω and ‖γ‖L∞(Ω) ≤ C for some constants
C > 0 and γ0 > 0, or γ ≡ 0. Two important cases for which γ ≥ γ0 > 0 are diffusion-reaction
and parabolic problems. In the latter case, γ can be identified with 1/∆t, where ∆t is the time
step used to effect the temporal discretization.

The boundary value problem (1) arises in applications such as porous media flow and
semiconductor device modeling, where the velocity u is more important than the pressure
φ. In such cases numerical methods that compute accurate, locally conservative velocity
approximations are favored. Mixed Galerkin methods are one such approach. However, mixed
methods yield less accurate pressure approximations and lead to saddle-point systems that
are more difficult to solve‡. They also require spaces that are subject to an inf-sup condition
and cannot be chosen independently of each other [8]. In particular, standard, equal-order C0

finite elements form an unstable pair.
In least-squares finite element methods [1] the saddle-point variational problem is replaced

by an unconstrained minimization of a quadratic least-squares functional defined by summing
up the residuals in (1). To put our work in a proper perspective, we now proceed to trace some
of the key developments in L2 least-squares methods§ for (1). To the best of our knowledge,
the first such method was proposed and analyzed by Jesperson [19] in 1977. He considered an
L2 least-squares functional and standard C0 elements for both variables. Jesperson obtained
optimal L2 error estimates for φ but he was unable to show optimal L2 convergence of the
vector variable and conjectured that this might not be possible. This conjecture was confirmed
numerically and theoretically in 1979 by Fix et. al., [16]. In the same paper Fix et. al., were
the first to establish the remarkable fact that optimal L2 convergence of the vector field in
the least-squares method is intrinsically connected to stable approximation of this field in the
mixed method. Specifically, in [17] and [16] they proved that a discrete Hodge decomposition of
the velocity finite element space, termed Grid Decomposition Property, or GDP, is necessary
and sufficient for both stable mixed Galerkin approximation of (1) and optimally accurate L2

convergence of u in the least-squares method for the same problem.
Because initially GDP was established only for the special case of the criss-cross grid, it was

deemed to be unnecessarily restrictive and so, attention in the least-squares community shifted

†Throughout this paper we use standard space notations. For p > 0, Hp(Ω) denotes the Sobolev space of order p
with norm and inner product denoted by ‖·‖p and (·, ·)p, respectively. When p = 0, we use the standard notation
L2(Ω). The symbol | · |k, 0 ≤ k ≤ p, denotes the kth seminorm on Hp(Ω) and H1

D(Ω) is the subspace of H1(Ω)
consisting of all functions that vanish on ΓD. Vector-valued functions and vector analogues of the Sobolev
spaces are denoted by lower and upper case bold-face font, respectively, e.g., u, H1(Ω), L2(Ω), etc. The set
H(Ω, div ) = {u ∈ L2(Ω) | ∇ ·u ∈ L2(Ω)} , and its subset HN (Ω, div ) = {v ∈ H(Ω, div ) | v ·n = 0 on ΓN}
are Hilbert spaces when equipped with the graph norm ‖u‖H(Ω,div ) = (‖u‖20 + ‖∇ · u‖20)1/2.
‡Hybridization is a technique that allows the reduction of a saddle-point system to a smaller symmetric and
positive definite equation [8]. However, hybridization procedures depend heavily on the spaces used in the
mixed method and are developed on a case by case basis.
§An alternative discrete negative norm least-squares were developed by Bramble et. al. in [6]. Such methods
require an approximation of the H−1 inner product and are beyond the scope of our comparison.
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A LOCALLY CONSERVATIVE LEAST-SQUARES METHOD 3

to formulations that could yield optimally accurate L2 approximations with the standard C0

finite element spaces. Without an exception these least-squares methods were based on (1)
augmented by the “redundant” curl equation ∇ × A−1u = 0, which follows from the second
equation in (1). This approach was pioneered almost simultaneously by Chang in 1992 [15],
Jiang and Povinelli in 1993 [20], and Carey et. al. in 1994 [12, 13]. Few years later, Cai et. al. [10]
extended this idea to a modification of (1) in which the first equation is given by ∇·u+Xφ = f
and where X is operator of order at most one, and Lazarov et. al. [21] considered the case
when X is a streamline derivative to define “streamline diffusion” least-squares methods.

The focus on using an augmented form of (1) in least-squares methods was in tune with
the prevailing opinion during the 90s that, besides the symmetric and positive definite linear
systems, the chief advantage and reason to consider least-squares methods is the ability to use
equal order C0 spaces to approximate all dependent variables. It was not until 2003 when this
viewpoint was challenged by the authors in [2], where they argued that the use of equal order
C0 spaces is, perhaps, the least important of all advantages attributed to least-squares. The
rationale behind this shift in viewpoints was our realization that GDP is not limited to the criss-
cross grid and can be extended to a much wider class of finite element spaces. In [2] we proved
that any H(Ω, div) conforming space from a stable (for a mixed Galerkin method for (1)) pair
also satisfies the GDP. We used this result to show that least-squares methods implemented
with such spaces for u do achieve optimal L2 convergence rates for both variables and without
augmenting (1) by any additional redundant equations. We termed such least-squares methods
compatible to underscore the fact that they approximate each variable according to the classical
variational principle it was inherited from. The choice of approximation spaces is the single
most important difference between compatible and conventional C0 least-squares methods
which gives rise to fundamental differences in their properties. In particular, compatible least-
squares admit interpretation as discrete realizations of the Hodge * operator [2, 4]. In [3] we
used homological principles to extend the idea of compatible least-squares methods to a large
class of second order elliptic operators and established the surprizing result that Ritz-Galerkin,
mixed Galerkin and compatible least-squares methods can all be derived from a common
constrained optimization problem that expresses certain constitutive relations in weak form.

The possibility to use H(Ω, div) conforming spaces, such as RT and BDM spaces, in least-
squares methods was already mentioned in the papers of Carey et. al. [14], and Cai et. al., [9].
The main contribution of [2] was to realize that the use of these spaces leads to optimal L2

rates in u; in contrast, analyses of [14] and [9] establish optimal rates in the H1(Ω)×H(Ω, div)
energy norm and optimal L2 rates for the scalar variable only. This motivated the later work of
these authors [12, 13, 10] where they used the augmented form of (1) as a way to obtain optimal
L2 convergence in both variables. Unfortunately, least-squares methods based on C0 elements
and the augmented first-order system are not locally conservative and do not approximate
well solutions of (1) that are strictly in H(Ω,div ). Because of these limitations the methods
in [10, 12, 15, 20] had trouble competing with mixed Galerkin methods for (1) in applications
where locally conservative approximations of u are deemed essential, and where u may not
have the additional regularity needed for the augmented formulations.

This paper continues our investigation of compatible least-squares methods started in [2]
and [3]. Our main contribution is to extend the list of attractive computational properties
of these methods for (1) to include local conservation. Specifically, in this paper we show
that in compatible least-squares method each variable is not only approximated to the same
accuracy as in the mixed-Galerkin and Ritz-Galerkin finite element methods, but under some
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4 P. B. BOCHEV, M. D. GUNZBURGER

conditions the solutions obtained by the different methods are identical. Therefore, when these
conditions are fulfilled, the compatible least-squares method computes exactly the same locally
conservative velocity approximation as the mixed method but without having to solve a saddle-
point system. Remarkably, when these conditions are not all fulfilled, compatible least-squares
principles remain meaningful and a simple post-processing procedure can be used to recover
local conservation.

We note that there are important differences between compatible least-squares and mixed
finite element methods. Most notably, compatible least-squares methods do not require any
stability conditions between the finite elements spaces for φ and u and so, they can be chosen
completely independently from each other. In principle, the spaces do not even have to be
defined with respect to the same mesh, which may prove useful in some situations. Of course,
as usual, a compatible least-squares method continues to yield symmetric, positive definite
algebraic systems that are easier to solve than the symmetric, indefinite systems obtained
from mixed methods.

We have organized this paper as follows. In Section 2 we present the compatible least-squares
method for (1) and prove the main result of this paper. Specifically, we show that for γ0 > 0
this method computes exactly the same pressure as the Ritz-Galerkin method and the same
locally conservative velocity as the mixed Galerkin method. The case γ = 0 is considered
in Section 3 where we develop a simple post-processing procedure that recovers the local
conservation property of the velocity approximation. Section 4 presents a computational study
of the compatible least-squares method that highlights its valuable computational properties.
This section also compares compatible and standard C0 least-squares implementations when
(1) has rough solutions.

2. A compatible least-squares finite element method

We will formulate the compatible least-squares method for (1) under the assumption that
γ0 > 0. The main idea is to use pressure and velocity spaces that are inherited from the
Ritz-Galerkin and the mixed Galerkin methods, respectively. Assume that Th is a regular
partition of Ω into finite elements K and let Gh denote a finite element subspace of H1

D(Ω).
A Ritz-Galerkin method for (1) is given by: seek φh ∈ Gh such that∫

Ω

∇φh · A∇φ̂h dΩ +
∫

Ω

γφhφ̂h dΩ =
∫

Ω

fφ̂h dΩ ∀φ̂h ∈ Gh . (3)

In the Ritz-Galerkin method the velocity approximation uh is given by ∇φh, is less accurate
than φh, and is not locally conservative.

Let now Qh ⊂ L2(Ω) and Dh ⊂ HN (Ω,div ) denote a pair of finite element spaces such that
Qh = ∇ · (Dh) and the inf-sup condition for (1) is satisfied; see [7, 8]. The mixed Galerkin
method for (1) is given by: seek (uh, φh) ∈ Dh ×Qh such that

∫
Ω

A−1uh · ûh dΩ−
∫

Ω

φh∇ · ûh dΩ = 0 ∀ ûh ∈ Dh

∫
Ω

(
γ−1∇ · uh + φh − γ−1f

)
φ̂h dΩ = 0 ∀ φ̂h ∈ Qh .

(4)
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The approximation properties of the mixed method (4) are dual to the Ritz-Galerkin method
(3). In (4) the pressure is approximated by discontinuous functions and is less accurate than
the C0 approximation in (3). On the other hand, uh in (4) is locally conservative and is in
general more accurate than the field obtained from (3).

The compatible least-squares method combines the best computational properties of (3) and
(4) by using the same finite element space Gh as in (3) to approximate φh and the same finite
element space Dh as in (4) to approximate uh. The spaces Gh and Dh are not subject to a joint
compatibility condition and so we are free to choose these spaces completely independently
from each other. In particular, Gh and Dh can be defined on different conforming finite element
partitions of Ω.

The compatible least-squares principle for (1) is given by the minimization problem

min
φh∈Gh,uh∈Dh

J(φh,uh; f) , (5)

where

J(φh,uh; f) =
1
2

(
‖A−1/2(uh + A∇φh)‖2

0 + ‖γ−1/2(∇ · uh + γφh − f)‖2
0

)
. (6)

Theorem 1. The problem (5) has a unique minimizer (φh,uh) ∈ Gh ×Dh. The scalar φh is
the unique solution of the Ritz-Galerkin method (3) and there exists a scalar λh ∈ Qh such
that the pair (uh, λh) is a solution of the mixed-Galerkin problem (4). The velocity field uh is
locally conservative in the sense that

ΠQh(γ−1∇ · uh + λh − γ−1f) = 0 , (7)

where ΠQh is the L2 projection onto Qh.

Proof. Using standard calculus of variations techniques, we see that minimizers of (5) solve
the variational equation: seek (φh,uh) ∈ Gh ×Dh such that

Q({φh,uh}, {φ̂h, ûh}) = P ({φ̂h, ûh}) ∀{φ̂h, ûh} ∈ Gh ×Dh , (8)

where

Q({φh,uh}, {φ̂h, ûh}) =∫
Ω

(uh + A∇φh) · A−1(ûh + A∇φ̂h) dΩ +
∫

Ω

γ−1(∇ · uh + γφh)(∇ · ûh + γφ̂h) dΩ ,
(9)

P ({φ̂h, ûh}) =
∫

Ω

γ−1f(∇ · ûh + γφ̂h) dΩ . (10)

To show that Q is coercive on Gh ×Dh, note that

Q({φh,uh}, {φ̂h, ûh})

=
∫

Ω

γ−1∇ · uh∇ · ûh dΩ +
∫

Ω

uh · A−1ûh dΩ +
∫

Ω

∇φh · A∇φ̂h dΩ +
∫

Ω

γφφh dΩ

+
∫

Ω

uh · ∇φ̂h dΩ +
∫

Ω

∇ · uhφ̂h dΩ +
∫

Ω

∇φh · ûh dΩ +
∫

Ω

φh∇ · ûh dΩ

=
∫

Ω

γ−1∇ · uh∇ · ûh dΩ +
∫

Ω

uh · A−1ûh dΩ +
∫

Ω

∇φh · A∇φ̂h dΩ +
∫

Ω

γφφh dΩ .
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6 P. B. BOCHEV, M. D. GUNZBURGER

From the last identity, (2), and γ ≥ γ0 > 0, it is clear that there is a constant C such that

Q({φh,uh}, {φh,uh}) =

‖A−1/2uh‖2
0 + ‖γ−1/2∇ · uh‖2

0 + ‖γ1/2φh‖2
0 + ‖A1/2∇φh‖2

0 ≥ C
(
‖φh‖2

1 + ‖uh‖2
H(Ω,div )

)
.

This fact was first noticed by Cao and Gunzburger [11] in the context of transmission problems
for (1). However, they did not realize that the same identity allows us to decouple (8) into the
two independent equations:∫

Ω

γ−1∇ · uh∇ · ûh dΩ +
∫

Ω

uhA−1ûh dΩ =
∫

Ω

γ−1f∇ · ûh dΩ ∀ûh ∈ Dh (11)∫
Ω

∇φhA∇φ̂h dΩ +
∫

Ω

γφhφ̂h dΩ =
∫

Ω

fφ̂h dΩ ∀φ̂h ∈ Gh (12)

for uh and φh, respectively. The function φh is completely determined by (12) which is identical
with (3) and so, it follows that φh is also a solution of the Ritz-Galerkin method for (1).

Therefore, to complete the proof of the theorem it remains to show the existence of a function
λh ∈ Qh such that the pair (uh, λh) is also a solution of the mixed Galerkin problem (4). To
this end we define λh ∈ Qh to be the solution of the equation∫

Ω

λhλ̂h dΩ =
∫

Ω

γ−1fλ̂h dΩ−
∫

Ω

γ−1∇ · uhλ̂h dΩ ∀λ̂h ∈ Qh . (13)

By assumption Qh = ∇ · (Dh) and so, it follows that for any λ̂h ∈ Qh there exists ûh ∈ Dh

such that λ̂h = ∇ · ûh. Using this fact we can rewrite (13) as∫
Ω

λh∇ · ûh dΩ =
∫

Ω

γ−1f∇ · ûh dΩ−
∫

Ω

γ−1∇ · uh∇ · ûh dΩ ∀ ûh ∈ Dh .

On the other hand, from (11) we see that∫
Ω

uhA−1ûh dΩ =
∫

Ω

γ−1f∇ · ûh dΩ−
∫

Ω

γ−1∇ · uh∇ · ûh dΩ ∀ûh ∈ Dh .

Combining the last two equations yields∫
Ω

uhA−1ûh dΩ−
∫

Ω

λh∇ · ûh dΩ = 0 ∀ûh ∈ Dh . (14)

Therefore, the pair (uh, λh) verifies (13) and (14) which are identical to the equations in
(4). Thus, we conclude that (uh, λh) solves the mixed Galerkin problem. Finally, the local
conservation property of uh follows from (13) written as∫

Ω

(
γ−1∇ · uh + λh − γ−1f

)
λ̂h dΩ = 0 ∀λ̂h ∈ Qh

which is the definition of ΠQh applied to γ−1∇ · uh + λh − γ−1f . 2

Several comments about (5) are in order. First we stress again that Gh and Dh are chosen to
correspond to spaces used for φh and uh in the Ritz-Galerkin and the mixed Galerkin methods,
respectively, but that they are in no way required to be connected to each other. A notable
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A LOCALLY CONSERVATIVE LEAST-SQUARES METHOD 7

and very attractive computational property of (5) is that, effectively, it simultaneously solves
the Ritz-Galerkin (3) and the mixed-Galerkin (4) problems. Furthermore, the computation of
φh and uh requires solution of a symmetric and positive definite linear system which is much
easier to do than to solve the indefinite system arising from (4).

For a comparison, a least-squares implementation that uses equal order C0 finite elements
is associated with the least-squares principle

min
φh∈Gh,uh∈(Gh)n

J(φh,uh; f) . (15)

In (15) the choice of finite elements for φh is compatible with (3) but the choice of finite
elements for uh is not compatible with (4). Section 4 contains examples that illustrate
suboptimal convergence rates of (15) and the problems arising in approximation of non-smooth
solutions.

3. Compatible least-squares finite element methods for γ = 0

When γ = 0 the compatible least-squares functional (6) is not defined. To handle this case we
introduce the modified least-squares functional

J0(φh,uh; f) =
1
2

(
‖A−1/2(uh + A∇φh)‖2

0 + ‖∇ · uh − f‖2
0

)
and the minimization problem

min
φh∈Gh,uh∈Dh

J0(φh,uh; f) . (16)

This problem retains most of the attractive computational properties of (5), including the
optimal error estimates for both variables [2]. However, the proof of local conservation in
Theorem 1 does not carry over to the case γ = 0 because the weak variational equation for
(16) does not decouple into two independent equations for φh and uh, respectively. It turns
out that local conservation can be easily recovered by a simple flux-correction procedure.

3.0.1. Flux correction When γ = 0, solution of (16) gives uh ∈ Dh such that∫
Ω

∇ · uhφ̂h dΩ ≈
∫

Ω

fφ̂h dΩ ∀φ̂h ∈ Qh .

In what follows we formulate a simple, local procedure that replaces uh by a field ũh ∈ Dh

that satisfies the above equation exactly. In particular, if f = 0, the field ũh will be divergence
free at any point x in the interior of an element K.

For the sake of clarity, we describe the procedure for f = 0, quadrilateral elements, and the
lowest-order elements Dh and Qh; see [8]. Let K denote an arbitrary quadrilateral element. A
function uh ∈ Dh on this element can be written in the form

uh =
4∑

i=1

ΦFi
WFi

,

Copyright c© 2006 John Wiley & Sons, Ltd. Commun. Numer. Meth. Engng 2006; 00:1–6
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8 P. B. BOCHEV, M. D. GUNZBURGER

where the Fi’s are the (oriented) faces of K, ΦFi is the flux of uh across the face Fi, and WFi

is the shape function associated with face Fi. We recall that (see, e.g., [5])

∇ · uh
|K = (σ1ΦF1 + σ2ΦF2 + σ3ΦF3 + σ4ΦF4)WK ,

where WK is the (single) basis function of Qh on K and σi = 1 if orientation of Fi coincides
with the outer normal on ∂K and σi = −1 otherwise. We seek to define modified flux values
Φ̃Fi

= ΦFi
− σi∆ΦFi

and a function

ũh =
4∑

i=1

Φ̃Fi
WFi

such that
σ1Φ̃F1 + σ2Φ̃F2 + σ3Φ̃F3 + σ4Φ̃F4 = 0 .

To define the corrected flux values for an element K, we proceed as follows. If, for a given face
Fi, the flux ΦFi

has already been corrected, we set ∆ΦFi
= 0. If the flux on Fi has not yet

been corrected, we set

∆ΦFi
=

σ1ΦF1 + σ2ΦF2 + σ3ΦF3 + σ4ΦF4

n(K)
,

where n(K) > 0 is the total number of faces on K whose fluxes have not been corrected.
Consider now a partition Th of Ω with nh elements. To define the flux-correction algorithm,

some additional notation is necessary. Let

F(i1, . . . , ik) = {F |F ∈ ∂Ki, i = i1, . . . , ik}
denote the set of all faces in the union of the elements indexed by i1, . . . , ik. For example,
F(il) = ∂Kil

is the set of all faces of element Kil
. Define

n(i1, . . . , ik) = dim
{
F(ik)/{F(i1, . . . , ik−1) ∩ F(ik)}

}
≥ 0 .

Given uh ∈ Dh, the following algorithm finds ũh ∈ Dh that is divergence free:

1. Define a permutation π = {i1, i2, . . . , inel} of all elements in Th, such that

n(i1, . . . , ik) > 0 for k = 1, . . . , nh ;

2. for k = 1, . . . , nh, apply the element flux correction procedure to element Kik
.

3.0.2. Error estimates For the sake of completeness, we provide, in the following theorem
proved in [2], optimal error estimates. Recall that Gh and Dh are in no way connected to
each other and can be selected independently. In fact, as has already been pointed out, they
can even be defined with respect to separate triangulations. We assume that Gh is one of the
standard nodal C0 spaces with the property that there exists an integer m > 0 such that for
every φ ∈ Hm+1(Ω) there is a function φh ∈ Gh such that

‖φ− φh‖0 + h‖∇φ−∇φh‖0 ≤ Chm+1‖φ‖m+1 . (17)

Regarding Dh we assume that it is from one of the RTk−1 or BDMk; k > 0 families of finite
elements; see [8] for definition of these spaces. We recall that for any u ∈ H(Ω,div )∩Hk+1(Ω)
there exists a uh ∈ Dh such that

‖u− uh‖0 ≤ C

{
hk‖u‖k if Dh =RTk−1

hk+1‖u‖k+1 if Dh =BDMk .
; ‖∇ · (u− uh)‖0 ≤ Chk‖u‖k+1 . (18)
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A LOCALLY CONSERVATIVE LEAST-SQUARES METHOD 9

Theorem 2. Let (φh,uh) ∈ Gh ×Dh solve the minimization problem

min
φh∈Gh,uh∈Dh

JC(φh,uh; f) , where JC(φh,uh; f) =

{
J(φh,uh; f) if γ ≥ γ0 > 0

J0(φh,uh; f) if γ = 0
(19)

Assume that (1) has full elliptic regularity and that (φ,u) ∈ H1
D(Ω)∩Hr+1(Ω)×HN (Ω,div )∩

Hr+1(Ω) for some integer r ≥ 1. Also assume that the approximation orders of Gh and Dh

are equilibrated with respect to the solution regularity, i.e., m = k = r. Then, there exists a
constant C > 0 such that

‖φ− φh‖0 + h‖∇φ−∇φh‖0 ≤ Chr+1(‖u‖r+1 + ‖φ‖r+1) , (20)

‖∇ · u−∇ · uh‖0 ≤ Chr(‖u‖r+1 + ‖φ‖r+1) , (21)

and

‖u− uh‖0 ≤ C

 hr
(
‖u‖r+1 + ‖φ‖r+1

)
if Dh =RTr−1

hr+1
(
‖u‖r+1 + ‖φ‖r+1

)
if Dh =BDMr .

(22)

4. Computational studies

In all experiments Ω is the unit square in R2. Finite element spaces are defined on logically
Cartesian (but not necessarily rectangular) partitions of Ω into quadrilaterals. Implementation
of the methods requires the spaces (Gh,Dh) for the compatible least-squares formulation (19),
the spaces (Dh,Qh) for the mixed Galerkin method (4), and the space Gh for the Ritz-Galerkin
method (3). In all but one example we use the spaces Gh = Q1, Dh = RT0, and Qh = Q0.
For these spaces (20)-(22) specialize to

‖φ− φh‖0 + h‖∇φ−∇φh‖0 ≤ Ch2(‖φ‖2 + ‖u‖2)

and
‖u− uh‖0 + ‖∇ · u−∇ · uh‖0 ≤ Ch(‖φ‖2 + ‖u‖2) ,

respectively. The matrices in all methods are assembled using a 2× 2 Gauss quadrature rule.
The linear systems are solved “exactly” using direct solvers from LAPACK.

4.1. Convergence of the nodal least-squares method

Convergence rates of (15) are estimated for (1) with A = I and γ = 0 by computing
approximations of the manufactured solution φ = −ex sin y and u = −∇φ on a sequence
of uniform grids. For this solution ∇ · u = 0. Table I shows the estimated convergence rates
of (15), implemented using the spaces Gh = Q1 and Gh = Q2. We see that convergence
rates of the pressure in L2 norm and the H1 seminorm coincide with the best theoretical
approximation rates of the finite element spaces. Convergence of the velocity approximation is
optimal with respect to the H(Ω,div ) norm. However, the L2 convergence of that variable is
clearly suboptimal. The optimal H(Ω,div ) rates are due to the equivalence of (6) and the inner
product on H1

D(Ω)×HN (Ω,div ), which remains valid on the proper subspace Gh × (Gh)2.
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Table I. Convergence rates of the nodal Gh × (Gh)2 implementation vs. best approximation rates.

Variable scalar vector
Error L2 H1 L2 H(Ω,div )
Q1 2.00 1.00 1.38 0.99
BA 2.00 1.00 2.00 1.00
Q2 3.00 2.00 2.02 2.00
BA 3.00 2.00 3.00 2.00

5 10 15 20

5

10

15

20

Pressure

0

1

2.5 5 7.5 1012.51517.520

2.5

5

7.5

10

12.5

15

17.5

20
u-velocity

0

15

2.5 5 7.5 1012.51517.520

2.5

5

7.5

10

12.5

15

17.5

20
v-velocity

-.5

.5

5 10 15 20

5

10

15

20

Pressure

0

1

5 10 15 20

5

10

15

20

u-velocity

0

15

5 10 15 20

5

10

15

20

v-velocity

-.5

.5

Figure 1. Pressure and velocity contours computed on a uniform mesh consisting of 400 square elements
by the compatible least-squares method (top) and by the nodal least-squares method (bottom).

4.2. Nodal vs. compatible least squares for non-smooth solutions

The following example from [18] is used to demonstrate the troubles in the nodal least-
squares method (15) arising from non-smooth solutions of (1) and to underscore the excellent
performance of the compatible method. In this example Ω is divided into five identical
horizontal strips Ωi = {(x, y) | 0.2(i − 1) ≤ y < 0.2i; 0 ≤ x ≤ 1} and A = κI where κ is
a piecewise constant function taking the value κi on strip Ωi. We take γ = 1, κ1 = 16, κ2 = 6,
κ3 = 1, κ4 = 10, κ5 = 2, and set the right hand side so that the exact solution of (1) is
given by φ = 1 − x and u = (κi, 0) on strip Ωi. Therefore, the normal component of u is
continuous across the interface between any two of the strips, but its tangential component is
discontinuous along this interface.
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Figure 2. Velocity surface plots of the compatible least-squares method (top) and the nodal least-
squares method (bottom), computed on a uniform mesh consisting of 400 square elements.

Table II. Errors in the compatible and nodal least-squares solutions computed on a uniform mesh
consisting of 400 square elements.

Variable scalar vector

Error L2 H1 L2 H(Ω,div )

Compatible 0.1847E-12 0.2460E-13 0.1789E-10 0.1847E-12

Nodal 0.8892E-02 0.1423E+00 0.1925E+01 0.7206E+02

Figure 1 shows velocity and pressure contours computed by the compatible and the nodal
least-squares methods using a uniform mesh of 400 square elements. From the plots we see that
the compatible method has recovered the exact solution. In contrast, the nodal method shows
large qualitative difference in the velocity components. It also fails to recover the pressure
despite the fact that it belongs to the bilinear finite element space Q1. Figure 2 shows surface
plots of the velocity field components and further highlights the substantial error in the nodal
velocity approximation. The conclusions drawn from Figs. 1-2 are asserted by the error data
in Table II.
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4.3. Comparison with Ritz-Galerkin and mixed Galerkin methods

The example in this section illustrates the conclusions of Theorem 1. We consider (1) with
A = I, γ = γ0 > 0, and the manufactured solution φ0 = − sin(πx1.25)2 sin(πy1.5)2, u0 = ∇φ0.
This solution satisfies homogeneous Dirichlet and Neumann boundary conditions. Table III
compares the errors of the compatible least-squares method with the errors of the Ritz-
Galerkin (3) and the mixed-Galerkin (4) finite element methods on a sequence of uniform
grids. From this table we see that the velocity errors of the compatible least-squares and the
mixed method are identical, i.e., the two methods compute the same velocity field. Likewise,
the pressure errors of the compatible least-squares method and the Ritz-Galerkin method are
the same indicating that the two methods have computed identical approximations.

Table III. Compatible least-squares vs. Ritz-Galerkin (RG) (3) and mixed Galerkin (MG) (4) methods
for γ > 0.

error method 16 32 64 128

L2 LS 0.1514803E+00 0.7192623E-01 0.3523105E-01 0.1745720E-01
vector MG 0.1514803E+00 0.7192623E-01 0.3523105E-01 0.1745720E-01

H(Ω,div ) LS 0.2869324E+01 0.1397179E+01 0.6894290E+00 0.3426716E+00
vector MG 0.2869324E+01 0.1397179E+01 0.6894290E+00 0.3426716E+00

RG 0.3997943E-02 0.9378368E-03 0.2274961E-03 0.5621838E-04
L2 scalar LS 0.3997943E-02 0.9378368E-03 0.2274961E-03 0.5621838E-04

MG 0.3679584E-01 0.1778803E-01 0.8750616E-02 0.4340574E-02

H1(Ω) RG 0.2671283E+00 0.1296329E+00 0.6383042E-01 0.3166902E-01
scalar LS 0.2671283E+00 0.1296329E+00 0.6383042E-01 0.3166902E-01

4.4. Flux correction procedure

To illustrate the flux correction algorithm from Section 3.0.1, we consider (1) with A = I, γ = 0
and the first manufactured solution for which u = −∇φ was solenoidal. Table IV compares
the L2 and divergence errors of the velocity computed by (16) before and after application
of the flux correction (rows “LS” and “LS-FC”, respectively), with the errors of the velocity
field computed by the mixed method (4) (row “Mixed”). Errors are reported for uniform
and randomly perturbed grids with 900 elements. The first two rows in Table IV show that
postprocessing can recover local conservation without having any effect on the L2 accuracy of
the vector field. The divergence of uh drops to machine precision, while the L2 errors before
and after the flux correction are virtually identical.

The last two rows in Table IV show that, with regard to accuracy and local conservation,
(16) with flux correction is identical in performance to the mixed-Galerkin method. The L2

errors of the vector field approximations obtained by the two methods are the same to five
digits on the uniform mesh and to three digits on the random mesh. The divergence of the
postprocessed vector approximation is actually closer to machine precision than that of the
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Table IV. Performance of the flux correction procedure.

Grid 30×30 Uniform grid 30×30 Random grid

Error L2 error ‖∇ · uh‖0 L2 error ‖∇ · uh‖0

LS 0.2145816E-01 0.1235067E-03 0.2342838E-01 0.1668777E-03

LS-FC 0.2145813E-01 0.4612541E-14 0.2342836E-01 0.5281635E-14

Mixed 0.2145805E-01 0.1446273E-13 0.2352581E-01 0.6658244E-14

mixed method solution. This conclusion is further upheld by an examination of both methods
on a sequence of uniform grids. Table V contains error values for selected grid sizes. The
data show not only identical convergence rates for the vector variable approximations in both
methods, but also asymptotically identical values of the errors for that variable.

Table V. Compatible least-squares with flux-corrected velocity vs. mixed-Galerkin method.

error method 16 32 64 128

L2 LS-FC 4.148515E-02 2.007374E-02 9.877587E-03 4.899909E-03
vector Mixed 4.148467E-02 2.007368E-02 9.877579E-03 4.899908E-03

H(Ω,div ) LS-FC 2.491389E-15 5.181631E-15 1.032372E-14 2.124581E-14
vector Mixed 4.664771E-15 2.738185E-14 1.817327E-14 4.383082E-14

L2 LS-FC 3.607090E-04 8.436735E-05 2.042191E-05 5.025008E-06
scalar Mixed 3.439163E-02 1.664313E-02 8.189706E-03 4.062637E-03

5. Conclusions

In this paper we continued the study of compatible least-squares methods for (1) initiated in
[2]. Our main results are an extension of the list of attractive computational properties of such
methods to include local conservation when γ > 0 and formulation of a postprocessing step to
recover local conservation when γ = 0. A computational study that compares and contrasts
a compatible least-squares method with a nodal least-squares, a Ritz-Galerkin and a mixed
Galkerkin methods is also provided.

In particular, our analysis shows that when γ > 0 the compatible least-squares method
provides a simultaneous solution of the Ritz-Galerkin and the mixed-Galerkin methods and
its solution is locally conservative. When γ = 0, (19) yields velocity approximations that are
very close to those in the mixed method. An additional flux-correction step can be applied to
make the vector approximation locally conservative without compromising its L2 accuracy.

In addition to these attractive features, (19) retains the valuable property of leading
to symmetric and positive definite linear systems. Of course, one can consider the nodal
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implementation (15) in lieu of (19). This choice offers a somewhat simpler implementation,
symmetric positive definite linear systems and is compatible with respect to the origins of the
scalar variable. As a result, it leads to optimally accurate approximations for that variable.
However, considering that the principal reason to introduce the vector variable is to obtain
more accurate approximations, it is clear that the nodal least-squares method (15) falls short
of this task. Not only does the nodal vector approximation converge at suboptimal L2 rates,
but it is also fails to be locally conservative regardless of the value of γ. Moreover, its lack of
local conservation cannot be remedied in any way.
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