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Abstract. We propose a new class of Discontinuous Galerkin (DG)
methods based on variational multiscale ideas. Our approach begins with
an additive decomposition of the discontinuous finite element space into
continuous (coarse) and discontinuous (fine) components. Variational
multiscale analysis is used to define an interscale transfer operator that
associates coarse and fine scale functions. Composition of this operator
with a donor DG method yields a new formulation that combines the
advantages of DG methods with the attractive and more efficient com-
putational structure of a continuous Galerkin method. The new class of
DG methods is illustrated for a scalar advection-diffusion problem.

1 Introduction

Discontinuous Galerkin (DG) methods offer several important computational ad-
vantages over their continuous Galerkin counterparts. For instance, DG methods
are particularly well-suited for application of h and p-adaptivity strategies. DG
methods are also felt to have advantages of robustness over conventional Galerkin
methods for problems of hyperbolic type [13|[11,[12]. There has also been recent
interest in applying DG to elliptic problems so that advective-diffusive phenom-
ena can be modeled; see Brezzi et al. [3], Dawson [7], and Hughes, Masud and
Wan [10]. For a summary of the current state-of-the-art and introduction to the
literature we refer to [I] and [6].

Despite the increased interest in DG methods, there are shortcomings that
limit their practical utility. Foremost among these is the size of the DG linear
system. Storage and solution cost are, obviously, adversely affected, which seems
the main reason for the small industrial impact the DG method has had so far.

In [8] we proposed a new multiscale DG method that has the computational
structure of a standard continuous Galerkin method. In this paper we extend
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this idea to a general multiscale framework for DG methods. Our approach starts
with an additive decomposition of a given discontinuous finite element space
into continuous (coarse) and discontinuous (fine) components. Then, variational
multiscale analysis is used to define an interscale transfer operator that associates
coarse and fine scale functions. Composition of this operator with a donor DG
method yields a new formulation that combines the advantages of DG methods
with the attractive and more efficient computational structure of a continuous
Galerkin method. Variational multiscale analysis leads to a natural definition
of local, elementwise problems that allow for an efficient computation of the
interscale operator.

2 Notation

Throughout this paper 2 will denote an open bounded region in R", n = 2,3
with a polyhedral boundary 92. We recall the standard Sobolev spaces L2({2)
and H'(£2). Let 7;, be a regular partition of {2 into finite elements K that
contains only regular nodes [4]. For simplicity, we limit our discussion to two
space dimensions. Extension to three dimensions is straightforward.

Every element K € 7}, is an image of a reference element K that can be a
triangle T or a square Q. The vertices v and the edges e of K form the sets
V(K) and E(K), respectively; V(7;) = Uxer,V(K), E(Ty) = Uker, E(K), I}
is the set of all internal edges and I}, is the set of all edges on 0f2.

The local space. The reference space SP() (K) on K is defined as follows:

o= ayti&, 0<i,j<pK);i+j<pK)ifK=T
Sp(f()(f(): ij o R . (1)
= ayti&, 0<ij<p(K) if K =@
ij

The local element spaces SP() (K) are defined by a mapping of the reference
space (I)) to the physical space.

The discontinuous finite element space. Given two integers 0 < pupin < Pmax We
consider the following finite element subspace of L?(§2)

B, (2) = {soh € L*(2) | g, € SP"FNK), pmin < p(K) < pmax; VK € Th}
(2)
We will assume that pmin > 1. Note that @,(f2) is a formal union of the local
spaces SPU(K).

The continuous finite element space. The additive decomposition of &y (£2) is
induced by a finite element subspace @,(£2) of H'(§2), defined with respect to
the same partition 7y, of §2 into finite elements. The space @,(£2) can be defined
in many possible ways. However, to ensure H! conformity, functions in this
space are constrained to be continuous across element interfaces; see [5]. Here,
for simplicity we consider a minimal choice of @ (§2) given by (see Fig. )
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D1,(2) = {y € H'(2) |4k € S'(K)}. (3)

In @,,(2) we consider a nodal basis {V}; V € V(73) such that Vs, (V;) = 6;; .

The basis functions have local supports given by supp(Vy) = Ugev k) K . For
K € supp(Vy), Vy|k = Vi where v € V(K) is the local vertex that corresponds
to the global vertex v € V(7). Owing to the assumption pmi, > 1 the space
@,(£2) is contained in @, (£2). While the actual choice of @5, ({2) and the resulting
decomposition will have an impact on the accuracy of the multiscale DG, it will
not affect formulation of the overall framework.

Orientations, jumps and averages. We briefly review the relevant notation fol-
lowing the Brezzi conventions. We assume that all edges in E(7},) are endowed
by orientation. A convenient way to orient an edge is to pick a normal direction
to that edge; see Fig.[2l An element can be oriented by selecting one of the two
possible normal directions to its boundary 0K. Without loss of generality, all
elements are oriented by using the outward normal.

An internal edge e € I} is shared by exactly two elements. The outward
normal on one of these elements will coincide with the normal used to orient e;
we call this element K ~. The outward normal on the other element will have the
opposite direction to the normal on e; we call this element K; see Fig. 2l Edge
orientation also induces partition of the boundary of an internal element into
0T K, consisting of all edges whose normal direction coincides with the outer
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Fig. 2. Orientation of internal edges in 75 and +/— elements with respect to an edge
(left). Partition of element boundary into 9t K and 0~ K (right).
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normal on 0K and 0~ K, consisting of all edges e whose normal direction is
opposite to the outer normal on 0K.

Let ¢ be a scalar field, and ¢* := ¢|x+. For e € I} we define the average
and the jump as (@) := (¢ + ¢7) and [p] := pTn' + ¢ n", respectively.
Analogously, if u is a vector field, (u) := Z(u*+u~) and [u] ;= u"-nT+u"-n".
Note that, by definition of “[ - ]7, the jump of a scalar quantity is a vector and
the jump of a vector quantity is a scalar. For edges belonging to Iy, [¢] = ¢ n
and (u) = u. It will not be necessary to define () and [u] on the boundary I,
because they are never utilized.

3 Multiscale Discontinuous Galerkin Method

We consider an abstract linear boundary value problem
L(x,D)p=fin 2 and R(x,D)p=gonl. (4)

The multiscale DG framework for problem (@) has two basic components. The
first is a donor DG formulation for {@): find ¢, € P (12) such that

Bpa(en; ¥n) = Fpa(¥n) Viu € @p(12). (5)

In @), Bpa(+;-) is a continuous bilinear form @5, (§2) x @5 (£2) — R and Fpg(-)
is a bounded linear functional @ (f2) — R. We assume that (B has a unique
solution ¢, that depends continuously on the data and converges (in a suitable
norm) to all sufficiently smooth solutions ¢ of [{#]). The second component is an
interscale transfer (or expansion) operator

T:9(2) — &p(2). (6)

We assume that T is a bounded linear operator, however, it is not required to
be surjective, or invertible. Thus, in general T'(®,(£2)) will be a proper subspace
of the discontinuous space @y, (£2).

We define the Multiscale DG (MDG) method by a composition of the donor
DG scheme with the interscale transfer operator T find B, € ®1,(£2) such that

Bpa(Tey; Ty) = Fpa(Ty,) Vi), € $r(12). (7)

Substitution of discontinuous test and trial functions in the donor DG method by
T4, and TP, reduces the number of degrees-of-freedom in the MDG formulation
to that of a standard Galerkin method posed on ®5(£2). Since T'(®,(£2)) C
& (£2), (@) occupies a middle ground between a DG and a CG method for ().

3.1 Definition of the Interscale Operator

The definition of the interscale operator T is key to a robust, efficient and ac-
curate MDG method. For instance, it is desirable to compute T locally on each
element. To discuss definition of this operator assume that

Boa(pn;vn)= Y Br(pnivn)+ Y Brienivn)+ ) Be ({en,nyi{vn vi})  (8)

KeTy, ecly, eel",?
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where Bk (+;-) is a bilinear local element form defined for every K € 7, Br(-;-)
is a bilinear form defined on e € I},, and Be ({-};{-}) is an edge bilinear form
defined for e € I'}.

To define T' we proceed to formally split functions ¢, € @5,(£2) into a con-
tinuous (“coarse” scale) part @, € ®,(f2) and a discontinuous (“fine” scale)
component ¢, € P5,(£2), viz. ¢, = P), + ¢},. Then, ([{) takes the following form:

Bpa(@ni¥n) + Boa(¢'wi¥n) = Foa(¥y) V@), € Or(92)
Bpa(@h; ¥n) + Boa(@ri ) = Foa(h) Vi, € Pu(£2)
The first line in (@) is the coarse scale equation. The second line is the fine scale

equation that will be used to define T'. Treating the coarse scale function as data
we write this equation as: find ¢}, € $n(12) such that

Bpa(enivn) = Foe(¥h) — Boa(@rivn) Vi, € Pr(12). (10)
We restrict (IT) to an element K by choosing test functions ¢ € SPU(K)
that vanish outside of this element. With the above selection of a test function,
(W)t = x(0”K)¢, and (¢},)” = x (0T K)y), where x(-) is the characteristic
function. Using these identities and that (g,)" = (,)~ = @), , for a C° function,

the restricted fine scale problem can be expressed as follows: find ¢}, € SPU)(K)
such that

Brc (33 94)+Br(ehi vh) + Y Be ({(h) 7 (0h) T 1 (0 K, x (07 Ky })
ecE(K)
= Fpa () — Br (@ ¥1) — Br(@y; ¢n,)

— > Be ({80} (X (0T K ), (07 K0 }) Vi, € SPE)(K)

ecE(K)

9)

(11)
Problem (II)) relates fine scales to the coarse scales, but remains coupled to
the contiguous elements through the numerical flux terms in (II)). Therefore, it
does not meet our criteria for localized computation of the interscale transfer
operator T. However, we make the important observation that our goal is not
to solve the DG problem (@) but rather use it to define a local computation
procedure for T' that maps %, into the local space SPUS)(K). We note that this
objective is reminiscent of other applications of variational multiscale analysis
in which the fine scale problem is used for estimation rather than approximation
of the unresolved solution component. This process can be accomplished by a
modification of the numerical flux inherited from the donor DG formulation, or
by using a new flux defined only in terms of the local function ¢}, € SPF)(K).
Let B ({-};{-}) be the new numerical flux. The local fine scale problem obtained
from () is: find ¢}, € SPH)(K) such that

Br(h; ¥h) + Br(ghivh) + > Be ({en}i{¢n})
ecE(K)
= Fpc(Yn) — Br(By; ¥h) — Br(@,:¢h) (12)

= > Be ({2,801 (x0T Ky, x (07 K)¥}) Vo, € SPO(K).

ecE(K)
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Problem (I2)) is a local equation that can be solved on an element by element
basis. This problem defines an operator Ty : @5, (£2) — SPU)(K) that maps
any given C? finite element function %), to a function in the local element space
SPUE) (K). Therefore,

T:0u(02)— &(2); Tlk =Tk VK €T, (13)

defines an interscale transfer operator 1" for the MDG method. The abstract
variational equation (@) and the local problem (I2]) complete the definition of
the MDG framework.

4 Multiscale DG for a Scalar Advection-Diffusion
Problem

We consider a model advection diffusion problem written in conservative form:

V- (F,+ Fy) = fin £ —(Fp+Fg)-n=h"onl, (14)
p=gonly; —(Fy) - m=h"Ton I}
where Fy = —kVp and F, = ap denote diffusive and advective flux, respectively.

The total flux is F' = F, + F,;. The Neumann boundary condition can be written
compactly as —(x(I;)F, + Fy4) -m = h; where h = x(I;7)h™ + x(IF)ht.

4.1 A Donor DG Method for the Model Problem

When dealing with advection-diffusion problems it is profitable to coordinate
edge orientations with the advective direction. Given an edge e we choose the
normal ne for which ne - a > 0. A general weighted residual form of a Discon-
tinuous Galerkin method for (Id]) is given by: find ¢ € @, (2) such that

MNel

O:Zf/K(Frvarfw)dQJr/F
Pl

n

Jee—aw@asy" [(FiF oW r 0707 (e +aleliv]) a

oJe
ecly

(xX(T)Fy - m — h)ipdl + / (F - n)pdl+
Fy

(15)

for all ¢ € @p,(£2). Above, W(¢)) is a weight function that enforces the Dirichlet
boundary condition weakly,

th d:ef 511Fah+512Fdh and Fch d:ef 521Fah+522Fdh (16)

are numerical models of the total flux across e € I’ ,9 and

def _ def _
F}="F!¢"¢7) and F} = Fi(e",¢7) (17)
are constitutive relations for the advective and the diffusive fluxes across e in
terms of the solution states ¢ and ¢~ from the two elements that share e. The
component bilinear forms in (8) can be easily identified from (I5):
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Br(gi) = /K Fy -V dQ (18)

Br(e;v) :/ (X(FJ)Fa~n)¢d1+/

n Iy

(F-n)wdl+e/ W) dl  (19)

Be ({0 Y (whiw )= (Fio" 0 oI+ FL@ 0 el valellv] ) dl. (20

particular donor DG method is obtained from ([I3]) by specification of ¢, a, the nu-
merical fluxes in (I6)(I7) for the internal edges I'Y, and the weight function W ().

We set ¢ = o« = 6k/hy, where § > 0 is non-dimensional parameter and
hy = (meas(K ™) + meas(K™))/(2 meas(e)). Roughly speaking, h, is a length
scale in the direction perpendicular to the edge e, close to the length of the
segment joining the barycenters of K~ and K.

A standard choice for F is the upwinded advective flux F(yF;97) =
F,(¢~) = ap~ . Possible choices for the numerical diffusive flux are the av-
eraged flux F} (¢ +;47) = (Fy(¥)) = — 5 (kVY T 4+ £Vi™) or the upwinded flux
Fh(ypts™) = Fy(v~) = —kVep~ . To define F}* and F! we set s11 = s12 = 1,
s91 = 0 and s92 = s € {—1,0,+1} in ([I6]). This leads to two different donor DG
methods: DG-A which uses averaged diffusive flux, and DG-B which uses the
upwinded version of that flux; see [§]. Flux and weight function definitions for
the two methods are summarized in Table [I1

The effect of the parameter s has been extensively studied in the discontinuous
Galerkin literature (see Arnold et al. [I], Baumann and Oden [2], and Hughes et
al. [9]). The symmetric formulation (s = —1) is adjoint-consistent, guaranteeing
optimal Lg-convergence rates in the diffusive limit. Ostensibly, the skew formu-
lation (s = +1) has superior stability properties but the e and a-terms can be
used to improve the stability behavior of the neutral (i.e., s = 0) and symmetric
formulations. For more details about the implementation of the donor DG and
numerical results we refer to [8].

For DG-B the numerical flux F}" is simply the upwinded total flux F (7).
DG-A and DG-B have the same element form Bg(+;-) (given by (I8)) and the

same boundary form:

Br(e;v) :/ (X(FJ)an)@de/

n Iy

(F-n)¢dl+e/ e —skVy-n)dl (21)
T, N——

! W ()

The internal edge form for DG-A is

Be ({¢t59 i {vti97}) = /a[SD][w] dl

+ [ (@0 = (596" + 1V )/2) ) - sV + K96 )2l dl

h h
F} F:

while for DG-B this form is given by (22)

Be ({9597 1 (07507 D)= [alillv] bt (a0 nVo7) 0] - 5655~ () .

Fy F2 (23)
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Table 1. Specialization of fluxes and weight function for the donor DG methods

Function DG-A DG-B
Frete )| Fale) + (Fa(@))|[Fale™) + Fale)
Fl(@h¢7) s(Fa(1)) skFa(y™)

W (%) Y+ sFa(¢) - n

4.2 The Interscale Operator

We develop a consistent approach that reduces the edge form Be ({-};{-}) in the
donor DG method to a form defined in terms of the local (fine scale) variable ¢’
and test function ’. In doing so we aim to preserve as much as possible from
the structure of the donor DG method in the local problem.

For this purpose we redefine the calculation of the jump, the average and the
states ¢, 1* as follows: given 1 € SPF)(K) its states are defined by

T =x(0"K)¢ and ¢ =x(07K)y (24)
its jump is the vector
W] =nky, (25)
and its average is the function itself:
() =1. (26)

The rules in (24)-(26) have the following interpretation. To compute the states
and the jump of v, extend by zero to a function 1o € L?*(§2). Then [1g] =
nTx (07 K)o + n~x(0TK)g = ngpo . Definition @6) can be motivated by
noting that for affine elements ¢ can be trivially extended to a functiony., €
C°°(£2) for which (1ss) = (Voo + 1oe) = thee giving (26)). The local definitions
of the numerical fluxes obtained through (24))-(26]) are summarized in Table

Local Problem for DG-A. The localized edge form for DG-A method is

B (0} {0 = [ (@U@ K)o~ r99) muctr ~ 566 mic + agw) di. (21)

e

h h
F} Fe

The last two terms can be combined into a single weight function W, () =
ap — skV1 - ng . Thus, the local problem obtained from DG-A is: given a
7€ P(0) find ¢ € SPF)(K) such that

Table 2. Specialization of fluxes for the local problem

Function DG-A DG-B
F'(9) | Fax(07K)p) + Fa(0)[Fa(x(0TK)p) + Fa(x(07 K)p)
FI'(v) sFy(v) sFa(x (0T K)v)
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Bi (¢';4") + Br(¢'; ") +Z /((ax(@*K)gp’— V') g + go’Wa(w’)> dl

ecdK”®
= Fpa(¥') — Bk (%;¢') — Br(%;¢')

=Y B ({7 XKW, x(0"K)y'}) W € SPFI(K). (28)

ecOK

Remark 1. This local problem is identical to the one used in [§].

Local Problem for DG-B. For DG-B we have the localized edge form:

By (0} (0D = [ (101 K)(ap — kVie) muts ~ 5x(0" KOV macp ) dl.

e

h h
F} Fe

(29)
The last two terms can be combined into the weight function W (¢) = ayp —
sx (0T K)V-ng , which is an "upwinded” version of W, (1). The local problem
is: given a @ € @,(12) find ¢’ € SPF)(K) such that

Bi(¢'s9)+Br(¢';¢))+Y /(X(f?*K)(aw’—Ww’)-nxw’+w’Wa(¢’)) dl

ecdK €
= Fpg(V') — B (%;¢") — Br(; ¢')
= > Be({& @ {x(@T KW, x(0" K)y'}) V' € SPEN(K). (30)

ecOK

5 Conclusions

In this work we extended the DG method developed in [8] to a general framework
for multiscale DG methods that have the computational structure of continuous
Galerkin methods. This represents a solution to a fundamental and long-standing
problem in discontinuous-Galerkin technology, namely, restraining the prolif-
eration of degrees-of-freedom. Numerical results reported in [8] indicate that
for a scalar advection-diffusion equation the new method at least attains, and
even somewhat improves upon, the performance of the associated continuous
Galerkin method. Within the framework of the multiscale discontinuous Galerkin
method, the local problem provides a vehicle for incorporating the necessary sta-
bilization features such as discontinuity capturing and upwinding. There seems
to be a potential connection here with ideas from wave propagation methods
based on solutions of the Riemann problem, which is worth exploring in more
detail.

The MDG formulation can be also viewed as an approach that enables un-
coupling of storage locations of the data from the computational locations where
this data is used. For example, one can envision a situation where information is



A Multiscale Discontinuous Galerkin Method 93

stored at the nodes and then mapped to flux and circulation degrees-of-freedom
by the operator T'. Such an extension of MDG appears to be a fruitful direction
for further research.
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